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Abstract. We solve the wavelet set existence problem. That is, we characterize the full-rank
lattices Γ ⊂ Rn and invertible n × n matrices A for which there exists a measurable set W such
that {W + γ : γ ∈ Γ} and {Aj(W ) : j ∈ Z} are tilings of Rn. The characterization is a non-obvious
generalization of the one found by Ionascu and Wang [13], which solved the problem in the case
n = 2. As an application of our condition and a theorem of Margulis, we also strengthen a result
of Dai, Larson, and the second author on the existence of wavelet sets by showing that wavelet sets
exist for matrix dilations, all of whose eigenvalues λ satisfy |λ| ≥ 1. As another application, we
extend the Ionascu-Wang characterization to higher dimensions for dilations whose product of two
smallest eigenvalues in absolute value is ≥ 1. Finally, we show the existence of wavelet sets for all
dilations A with integer entries satisfying | detA| 6= 1.

1. Introduction

We study simultaneous tilings of Rn by two actions which, on their face, do not have any rela-
tionship. The first action is via translation by a full rank lattice Γ ⊂ Rn. There always exists a
set V ⊂ Rn of finite measure such that {V + γ : γ ∈ Γ} is a measurable tiling of Rn. The second
action is via multiplication by integer powers of an invertible matrix A. If |detA| 6= 1, then there
exists a set U of finite measure such that {Aj(U) : j ∈ Z} is a measurable tiling of Rn, see [19].
The question solved in this paper has been explicitly posed by Wang [27, 13] and the second author
[25], although it has been studied earlier in the late 1990s [7, 24].

Question 1.1. [13, 24] For which pairs (A,Γ) does there exist a measurable set W ⊂ Rn such that

(1.1) {Aj(W ) : j ∈ Z} is a measurable tiling of Rn

and

(1.2) {W + γ : γ ∈ Γ} is a measurable tiling of Rn?

A set W that satisfies (1.1) and (1.2) is called an (A,Γ) wavelet set.

1.1. Motivation. Our motivation for studying this problem is three-fold. First, whenever a set
W ⊂ Rn satisfies (1.1) and (1.2), the indicator function 1W is the Fourier transform of an orthogonal
wavelet [6, 10, 12]. That is, the inverse Fourier transform ψ = 1̌W generates a wavelet system{

|detB|j/2 ψ(Bjx+ k) : j ∈ Z, k ∈ Γ∗
}
,

which forms an orthogonal basis for L2(Rn), where B is the transpose of A and Γ∗ is the dual
lattice of Γ. In dimension 2 and higher, it is an open problem to determine for which pairs (B,Γ∗),
there exists a (B,Γ∗) orthonormal wavelet, see [3, 25, 27]. The current paper provides many new
examples of pairs for which such wavelets exist. For all cases currently known, when there exists
an orthonormal wavelet, there also exists an (A,Γ) wavelet set. The authors conjecture that this is
true in general:
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Conjecture 1.2. For each pair (B,Γ∗) such that there exists a (B,Γ∗) orthonormal wavelet, there
exists an (A,Γ) wavelet set, where B is the transpose of A and Γ∗ is the dual lattice of Γ.

Evidence in favor of this conjecture includes [5], where it is shown in dimension 1 that if aj is
irrational for all j ∈ Z \ {0}, then the only (a,Z) orthonormal wavelets that exist are those that
are supported on wavelet sets. A higher dimensional extension of this result was shown by the first
author [1]. An even stronger open problem is to determine whether the support of every (B,Γ∗)
wavelet contains an (A,Γ) wavelet set. This stronger conjecture is open even in the classical dyadic
case: dimension n = 1, dilation A = B = 2, and translations along integers. This question was
originally posed by Larson in late 1990’s although its official formulation appeared only in [20]. It
is shown in [23] that this stronger conjecture is true in the one dimensional dyadic case under the
additional assumption that the support E of ψ̂ satisfies

∑
j∈Z 1E(2jx) ≤ 2 and

∑
k∈Z 1E(x+k) ≤ 2.

Moreover, it is also known that Larson’s problem has an affirmative answer for MRA wavelets [3].
Our second motivation comes from general tiling questions. For α ∈ SO(n), let Γα = αZn be a

rotation of the integer lattice Zn. The (measurable) Steinhaus tiling problem is to determine whether
there is a single Lebesgue measurable set E ⊂ Rn such that E is a fundamental region for each
Rn/Γα. This problem was solved in the negative in dimensions 3 and higher by Kolountzakis and
Wolff [18], but remains open in dimension 2. However, the existence of non-measurable Steinhaus
tilings in R2 was shown by Jackson and Mauldin [15, 14]. The commonality in the two problems
is that we have multiple actions on Rn for which it is easy to see that there are measurable tilings
when considered separately, yet it is not at all clear when and whether there is a single measurable
set which tiles by both actions simultaneously. In a similar vein, Han and Wang [9] have shown
that simultaneous translational tiling by two lattices of the same volume always exists. Their result
yields the existence of Gabor orthonormal basis for any such pair of lattices, which is parallel to the
wavelet set existence problem considered in this paper.

Our third motivation comes from attempts to solve the wavelet set existence problem itself. We
found while working on the problem that in one approach we needed to estimate the cardinality
of a ball centered at zero intersected with the image of a lattice: #

∣∣B(0, 1) ∩Aj(Γ)
∣∣. In another

approach, we needed to estimate the subspace measure of a lattice subspace intersected with an
image of the ball: md(V ∩ Aj(B(0, 1)), where V is the span of some subset of Γ. The relationship
between these two quantities has a long history, and we were intrigued by the connections between
our attempts at a solution to the wavelet set existence problem and these well-studied objects.

1.2. Prior Results. Larson, Schulz, Taylor, and the second author [19] have shown that there
exists a set of finite measure W that tiles by dilations (1.1) if and only if |detA| 6= 1. An immediate
corollary of this fact is that no wavelet sets exist when the dilation has determinant 1. An interesting
counterpoint to that statement was given by the first author and Lemvig [2], who showed that
whenever |detA| 6= 1, then for almost every lattice Γ there is an (A,Γ) wavelet set. When A is
expansive, that is, all eigenvalues are bigger than one in modulus, Dai, Larson and the second author
[7] showed that (A,Γ) wavelet sets exist for all lattices Γ.

The second author [25] provided the first necessary conditions and sufficient conditions on the
existence of wavelet sets when the dilation A has eigenvalues both bigger than and less than 1 in
modulus. Ionascu and Wang [13, Theorem 1.3] extended these results to characterize pairs (A,Γ)
for which wavelet sets exist in the 2-dimensional case. We reformulate their result as follows.

Theorem 1.3. Let A be 2× 2 matrix with |detA| > 1 and let Γ be a full rank lattice in R2. Let λ1

and λ2 be the eigenvalues of A such that |λ1| ≥ |λ2|. There exists an (A,Γ) wavelet set if and only
if
(i) |λ2| ≥ 1, or
(ii) |λ2| < 1 and ker(A− λ2I) ∩ Γ = {0}.
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The characterizing condition (ii) in Theorem 1.3 has several possible restatements in higher
dimensions when the smallest eigenvalue of A is less than one in modulus. For example, these four
statements are all equivalent in dimension n = 2 when |detA| > 1.

(1) for every R > 0, lim infj→∞#|A−j(B(0, R)) ∩ Γ| = 1,
(2) for every R > 0, lim infj→∞#|A−j(B(0, R)) ∩ Γ| <∞,
(3) for every sublattice Λ ⊂ Γ, if V = span(Λ) and d = dimV , then

lim inf
j→∞

md(A
−j(B(0, 1)) ∩ V ) <∞,

where md denotes the Lebesgue measure on the subspace V ,
(4) if V is the space spanned by the eigenvectors associated with eigenvalues less than one in

modulus, then V ∩ Γ = {0}.
It is relatively easy to see the sequence of implications (1) =⇒ (2) =⇒ (3) =⇒ (4) for all

dimensions n. The condition (1) is a known sufficient condition for the existence of wavelet sets, see
[13, Theorem 2.5]. On the other hand, (4) is a necessary condition for the existence of wavelet sets
in light of Theorem 1.3, but as we will see later, it is not sufficient in dimensions n ≥ 3, see Example
7.1. Conditions (2) and (3) are not equivalent; see [28] for an example of the types of theorems in
this area and further references in ergodic theory and [22] for Diophantine approximation results
that are written in notation and language closer to that of this paper. See also Section 7 in this paper
for related, explicit examples. None of these natural extensions are equivalent to the existence of
wavelet sets in higher dimensions.

1.3. Statement of Result. Our main result answers the wavelet set existence problem by giving
a necessary and sufficient condition for the existence of wavelet sets.

Theorem 1.4. Let A be an n×n matrix with |detA| > 1. Let Γ ⊂ Rn be a full rank lattice. Then,
there exists an (A,Γ) wavelet set if and only if

(1.3)
∞∑
j=1

1

# |A−j(B(0, 1)) ∩ Γ|
=∞,

One appealing characteristic of Theorem 1.4 is that the statement is not split into cases where
the dilation A is expansive versus where it is not. For example, when A is expansive, it is known
that there exists J ≥ 1 such that A−j (B(0, 1)) ⊂ B(0, 1) for all j ≥ J . Therefore, we recover that
wavelet sets exist when A is expansive as a corollary. As another corollary of our characterization,
we deduce that condition (2) is sufficient and condition (3) is necessary for the existence of a wavelet
set (see Theorem 5.1), respectively.

The paper is organized as follows. In Section 3 we show that condition (1.3) is sufficient for
the existence of a wavelet set. In Section 4 we show the same condition (1.3) is also necessary.
In Section 5, we show that a weaker, but more easily checked, condition is a necessary condition
for the existence of wavelet sets. In Section 6, we examine applications of Theorem 1.4. The first
application is Theorem 6.2, where we show the existence of (A,Γ) wavelet sets for any lattice Γ if all
eigenvalues of A are greater than or equal to one in modulus using a theorem due to Margulis [21].
The second application is a generalization of Theorem 1.3 for dilations whose product of two smallest
eigenvalues in absolute value is ≥ 1. The third application is the existence of (A,Zn) wavelet sets
for matrices A with integer entries. Section 7 gives examples which illustrate the main theorem. In
particular, we provide an example where wavelet sets do not exist even though condition (3) holds.

2. Definitions and Preliminary Results

Throughout this paper, we assume that A is an invertible n×n matrix and Γ is a full rank lattice
in Rn. That is, Γ is the image of the integer lattice under an invertible linear transform.
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Definition 2.1. Let M ∈ N. We say a measurable set U ⊂ Rn packs M -redundantly by A dilations
if ∑

j∈Z
1U (Ajx) ≤M for a.e. x ∈ Rn.

In the special case that M can be chosen to be 1, we say that U packs by A dilations. The set U
covers by A dilations if ∑

j∈Z
1U (Ajx) ≥ 1 for a.e. x ∈ Rn.

The set U tiles by A dilations if it both packs and covers, in which case we call {Aj(U) : j ∈ Z} a
measurable partition of Rn, or a (measurable) tiling of Rn.

Similarly, we say a measurable set V ⊂ Rn packs M -redundantly, packs, covers, or tiles by Γ
translations if

∑
γ∈Γ 1V (x + γ) has the corresponding property. For simplicity we shall denote n

dimensional Lebesgue measure mn as | · |. The following is an easy consequence of this definition.

Proposition 2.2. If a measurable set U packs M -redundantly by translations, then there exists
a partition (Um)Mm=1 of U into measurable sets such that for each 1 ≤ m ≤ M , Um packs by
translations. In particular, there is a subset U ′ ⊂ U which packs by translations such that |U ′| =
1
M |U |.

Dilations A for which measurable tilings exist were characterized by Larson, Schulz, Taylor, and
the second author [19].

Theorem 2.3. Let A be an invertible matrix.
(i) There exists a set that tiles by dilations if and only if A is not orthogonal.
(ii) There exists a set of finite measure that tiles by dilations if and only if |detA| 6= 1.
(iii) There exists a bounded set that tiles by dilations if and only if all (real or complex) eigenvalues

of A or A−1 have modulus larger than 1.

Given one measurable tiling by dilations (or translations), all such sets that tile can be constructed
in the following manner. Let U be a set that tiles by A dilations. Let {Uj : j ∈ Z} be a measurable
partition of U . Then,

⋃
j∈ZA

j(Uj) tiles by A dilations. Moreover, given a set T that tiles by A
dilations, define Tj = Aj(U)∩ T and Uj = A−j(Tj). Then {Uj : j ∈ Z} is a measurable partition of
U such that

⋃
j∈ZA

j(Uj) = T. Similar results hold for sets that tile by translations.
The symmetric difference of sets U and V is denoted by U4V = (U \ V ) ∪ (V \ U). Define

the distance between two Lebesgue measurable sets U, V ⊂ Rn of finite measure as |U4V |. By
identifying measurable sets U and V , which are equal modulo null sets |U4V | = 0, this defines
a symmetric difference metric on the collection of all Lebesgue measurable sets in Rn with finite
measure. In particular, we say that a sequence (Uk)k∈N of finite measure sets converges in the
symmetric difference metric to U if

|Uk4U | → 0 as k →∞.
Given a set W that packs by A dilations, we define the dilation equivalency mapping d = dW onto
W by

(2.1) d(V ) =
⋃
j∈Z

(
Aj(V ) ∩W

)
, where V ⊂ Rn.

Then we have the following useful result.

Proposition 2.4. Let d be the equivalency mapping of a set W that packs by dilations. Suppose
that (Uk)k∈N is a sequence of sets, which pack by dilations and by translations, and converges in the
symmetric difference metric to U . The following holds:
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(i) The set U packs by dilations and by translations.
(ii) If

(2.2)
∑
k

|d(Uk4Uk+1)| <∞,

then d(Uk)→ d(U) in the symmetric difference metric as k →∞.
(iii) If V ⊂W is such that

(2.3)
∑
k

|d(Uk4Uk+1) ∩ V | <∞,

then d(Uk) ∩ V → d(U) ∩ V in the symmetric difference metric as k →∞.

Proof. Condition (i) is an exercise and can be found in [25, Lemma 3.1]. To prove (ii), note that

U4Uk ⊂
∞⋃
j=k

(
Uj+14Uj

)
.

By (2.2) it follows that d(U4Uk) → ∅ as k → ∞. Since d(U)4d(Uk) ⊂ d(U4Uk), the conclusion
(ii) follows.

Condition (iii) follows by noting that dV (U) = dW (U) ∩ V and applying (ii). �

Finally, we recall a standard fact on wavelet sets [13, Theorem 2.2], which is a consequence of
the Cantor-Schröder-Bernstein theorem. In light of Theorem 2.5, to show the existence of a wavelet
set, it suffices to construct a set which tiles by dilations and packs by translations.

Theorem 2.5. Let A be an invertible matrix and let Γ be a full rank lattice in Rn. Suppose there
exists a measurable set U ⊂ Rn that tiles by A dilations and packs by Γ translations. Then, there
exists (A,Γ) wavelet set.

3. Proof of sufficiency for existence of wavelet sets

The goal of this section is to prove the sufficiency part of the main theorem.

Theorem 3.1. Let A be an invertible n×n matrix and let Γ be a full rank lattice. If for some r > 0

(3.1) |detA| > 1 and
∞∑
j=1

1

# |A−j(B(0, r)) ∩ Γ|
=∞,

or

(3.2) |detA| < 1 and
∞∑
j=1

1

# |Aj(B(0, r)) ∩ Γ|
=∞,

then there exists an (A,Γ) wavelet set.

Note that the second part of Theorem 3.1 follows from the first part by replacing A with A−1.
Hence, from now on we shall assume that |detA| > 1 and we prove the existence of a wavelet set
under the assumption (3.1). We start with an elementary lemma.

Lemma 3.2. Let A be an invertible matrix. Let Γ be a full rank lattice in Rn. The following are
equivalent:
(i) for every r > 0, there exists a sequence (mj)j∈N such that:

•
∑

1/mj =∞ and
• for any j ∈ N, the set A−j(B(0, r)) packs mj redundantly via Γ translations,

(ii)
∑∞

j=1 1/#|A−j(B(0, r)) ∩ Γ| =∞ for every r > 0,
(iii)

∑∞
j=1 1/#|A−j(B(0, r)) ∩ Γ| =∞ for some r > 0.
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Proof. The condition (i) means that for any r > 0 there exists a sequence (mj) such that
∑

1/mj =
∞ and ∑

γ∈Γ

1A−j(B(0,2r))(x+ γ) ≤ mj for a.e. x ∈ Rn, j ∈ N.

Since
A−j(B(0, r)) ⊂ A−j(B(0, 2r)) + γ for all γ ∈ A−j(B(0, r)) ∩ Γ,

it follows that #
∣∣A−j(B(0, r)) ∩ Γ

∣∣ ≤ mj and∑ 1

# |A−j(B(0, r)) ∩ Γ|
≥
∑

1/mj =∞.

The implication (ii) =⇒ (iii) is trivial. Finally, assume that (iii) holds for some r0 > 0. Observe
that

(3.3)
∑
γ∈Γ

1A−j(B(0,r0/2))(x+ γ) ≤ #|A−j(B(0, r0)) ∩ Γ| for all x ∈ Rn.

Indeed, if there exist k distinct elements γ1, . . . , γk ∈ Γ, such that x+γ1, . . . , x+γk ∈ A−j(B(0, r0/2)),
then we have k distinct elements γi − γ1, i = 1, . . . , k, belonging to A−j(B(0, r0)). Take any r > 0.
Then, there existsM > 0 such that a ball of radius r can be covered by a union ofM balls of radius
r0/2. Hence, (3.3) yields∑

γ∈Γ

1A−j(B(0,r))(x+ γ) ≤M#|A−j(B(0, r0)) ∩ Γ| for all x ∈ Rn.

Letting mj = M#|A−j(B(0, r0))∩Γ|, j ∈ N, implies (i) and completes the proof of the lemma. �

We also need a simple lemma about sequences.

Lemma 3.3. Let (ai)i∈N be a sequence of numbers in [0, 1]. Let (bi)i∈N be a sequence of non-negative
numbers satisfying

(3.4) bi+1 ≤ (1− ai+1)bi for all i ∈ N.
Then, the series

∑
i∈N ai+1bi <∞ converges.

Proof. Clearly, bi+1 ≤ bi for all i ∈ N. The relation (3.4) implies that

ai+1bi ≤ bi − bi+1.

By telescoping, the partial sums
∑N

i=1 ai+1bi = b1 − bN+1 are bounded by b1. Hence, the series
converges. �

Given a set U that packs by Γ translations, we define the translation equivalency mapping τU
onto U by

(3.5) τU (V ) =
⋃
γ∈Γ

(γ + V ) ∩ U, where V ⊂ Rn.

The following lemma plays the key role in the proof of Theorem 3.1.

Lemma 3.4. Let A be an n× n matrix with | detA| > 1 and let Γ be a full-rank lattice. Let W be
a set that packs by dilations of A and let U ⊂W be a finite measure subset. Suppose there exists a
sequence (mj)j∈N of positive integers such that

∑
j∈N 1/mj =∞ and A−j(U) packs mj redundantly

via translations for every j ∈ N. Then, for every ε > 0, there exists a set V with the following
properties:
(i) V packs via dilations,
(ii) V packs via translations,
(iii) d(V ) = U , where d is the dilation equivalency mapping onto W given by (2.1),
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(iv) |V | < ε.

Proof. Let J ∈ N be such that
∞∑
j=J

|A−j(U)| < ε.

Since the set V is going to be chosen as a subset of
⋃
j≥J A

−j(U), property (iv) will be satisfied by
V .

We shall construct inductively a sequence of sets (Uj)j≥J such that for all j ≥ J we have (letting
UJ−1 = ∅):
(a) Uj packs by translations and dilations,
(b) letting Wj := U \ d(Uj) we have |Wj | ≤ (1− c/mj)|Wj−1|, where c = 1− |detA|−1,
(c) Uj \ Uj−1 ⊂ A−j(Wj−1),
(d) Uj−1 \ Uj ⊂ τUj−1(A−j(Wj−1)).

By Proposition 2.2 there is a set UJ ⊂ A−J(U) which packs by translations and |UJ | = 1
mJ
|A−J(U)|.

Let WJ = U \ d(UJ). Then, |WJ | = |U \ d(UJ)| ≤ mJ−1
mJ
|U | ≤ (1− c/mJ) |U |, as desired.

Suppose that (Uj)
k
j=J and (Wj)

k
j=J have been defined so that items (a)–(d) above hold. Since

A−j−1U packs mj+1 redundantly by translations and Wj ⊂ U , there exists a set Ũj+1 ⊂ A−j−1Wj ,
which packs by translations (and dilations) such that

(3.6) |Ũj+1| =
1

mj+1
|A−j−1Wj |.

Let Uj+1 = Ũj+1 ∪
(
Uj \ τUj (Ũj+1)

)
. We see from construction that Uj+1 satisfies (a), (c), and (d).

It remains to see that Uj+1 satisfies (b).
By (c) we have

(3.7) Uj ⊂
j⋃
l=J

A−l(U).

Since Ũj+1 ⊂ A−j−1(U), by (3.6) we have

(3.8) |d(Ũj+1)| = |detA|j+1 |Ũj+1| =
|Wj |
mj+1

.

Hence, (3.7) and |τUj (Ũj+1)| ≤ |Ũj+1| yields

(3.9) |d(τUj (Ũj+1))| ≤ |detA|j |Ũj+1| =
|d(Ũj+1)|
|detA|

.

Using the definition of Uj+1, the fact that d(Ũj+1) and d(Uj) are disjoint, (3.8), and (3.9) we have

|Wj+1| = |U \ d(Uj+1)|

≤ |U | −
(
|d(Ũj+1)|+ |d(Uj)| −

|d(Ũj+1)|
|detA|

)
= |Wj | − c|d(Ũj+1)| = |Wj | − c

|Wj |
mj+1

=

(
1− c

mj+1

)
|Wj |,

where c = 1− |detA|−1. This proves (b).
By (c) and (d) the constructed sets (Uj)j≥J satisfy

Uj+14Uj = (Uj+1 \ Uj) ∪ (Uj \ Uj+1) ⊂ Ũj+1 ∪ τUj (Ũj+1) ⊂ A−j−1(Wj) ∪ τUj (A
−j−1(Wj)),
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where 4 is the symmetric difference of the sets. Thus,

(3.10)
∞∑
j=J

|Uj+14Uj | ≤
∞∑
j=J

2 |detA|−j−1 |Wj | <∞.

Likewise, by (3.8) and (3.9) we have

|d(Uj+14Uj)| ≤ |d(Ũj+1)|+ |d(τUj (Ũj+1))| ≤ 2|d(Ũj+1)| = 2

mj+1
|Wj |.

By property (b) we have |Wj+1| ≤ (1 − c/mj+1)|Wj | for j ≥ J . Hence, by Lemma 3.3, the series∑
j≥J |Wj |/mj+1 <∞ converges. Consequently,

(3.11)
∞∑
j=J

|d(Uj+14Uj)| ≤ 2

∞∑
j=J

|Wj |
mj+1

<∞.

By Proposition 2.4, the sets Uj converge in the symmetric difference metric to a set V that packs
by translations and by dilations, and d(V ) = limj→∞ d(Uj) = U . Indeed, the last equality is a
consequence of property (b) and the assumption

∑
1/mj =∞ since

|U \ d(Uj)| = |Wj | ≤
j∏

i=J+1

(
1− c

mi

)
|WJ | ≤ exp

(
−

j∑
i=J+1

c

mi

)
|WJ | → 0 as j →∞.

This proves the lemma. �

We are now ready to prove the main result that we use to deduce Theorem 3.1.

Theorem 3.5. Let A be an n× n matrix with |detA| > 1 and let Γ be a full-rank lattice. Suppose
there exists a set W ⊂ Rn which tiles Rn by dilations and a partition (Wm)m∈N of W such that for
each m ∈ N:

• there exists a sequence (mj)j∈N of positive integers such that
∑

j∈N 1/mj =∞, and
• for every j ∈ N, the set A−j(Wm) packs mj redundantly via Γ translations.

Then, there exists an (A,Γ) wavelet set.

Remark 3.6. Note that the sequence (mj)j∈N of positive integers may depend on an element Wm,
m ∈ N, of a partition of W . In fact, this high level of flexibility in choice of (mj)j∈N will be needed
in the proof of Theorem 3.1.

Proof. Without loss of generality, we may assume that each set in the partition of W has measure
less than 1/2. Let d be the dilation equivalency mapping onto W . We shall construct inductively
two sequences of sets (Uk)k∈N and (Ũk)k∈N such that for all k ∈ N we have:
(a) Uk packs by translations and dilations,
(b) Ũk packs by translations and dilations,
(c) Uk+1 = Ũk ∪ (Uk \ τUk

(Ũk)),
(d) d(Ũk) =

(⋃k+1
j=1 Wj

)
\ d(Uk),

(e) |d(τUk
(Ũk))| < 1/2k.

By Lemma 3.4 there exists U1 such that U1 packs by translations and dilations and d(U1) = W1.
Likewise, by Lemma 3.4 there exists Ũ1 such that Ũ1 packs by translations and dilations, d(Ũ1) =

W2, and |Ũ1| < 1/2. Then, |d(τU1(Ũ1))| ≤ |d(U1)| = |W1| < 1/2. Consequently, (a)–(e) hold for
k = 1.

For the inductive step, suppose that we have already constructed sets U1, . . . , Uk and Ũ1, . . . , Ũk
satisfying (a)–(e). Then, the set Uk+1 is determined by the property (c). Since both Uk and Ũk
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pack by translations, so does Uk+1. To see that Uk+1 packs by dilations, note that both Uk and Ũk
pack by dilations, and by property (d)

d(Ũk) ∩ d(Uk \ τUk
(Ũk)) ⊂

( k+1⋃
j=1

Wj \ d(Uk)

)
∩ d(Uk) = ∅.

This proves (a) for k + 1.
Since d(Uk+1) ⊂W1 ∪ . . . ∪Wk+1 has finite measure, there exists K ∈ N such that

(3.12)
∣∣∣∣d(Uk+1 ∩

⋃
j≥K

A−j(W )

)∣∣∣∣ < 1/2k+2.

By Lemma 3.4 there exists Ũk+1 such that Ũk+1 packs by translations and by dilations,

d(Ũk+1) =

k+2⋃
j=1

Wj \ d(Uk+1).

and

(3.13) |Ũk+1| < ε := |detA|−K /2k+2.

This guarantees that (b) and (d) hold for k + 1. Hence, it remains to show the estimate (e) for
k + 1. By (3.12), (3.13), and the fact that |τUk+1

(Ũk+1)| < ε, we have

|d(τUk+1
(Ũk+1))| ≤

∣∣∣∣d(τUk+1
(Ũk+1) ∩

⋃
j≥K

A−jW

)∣∣∣∣+

∣∣∣∣d(τUk+1
(Ũk+1) ∩

⋃
j<K

A−jW

)∣∣∣∣
≤ 1/2k+2 + |detA|K |τUk+1

(Ũk+1)| ≤ 1/2k+1.

Indeed, the second inequality is a consequence of a fact that for any measurable set V ⊂ Rn we
have ∣∣∣∣d(V ∩ ⋃

j<K

A−jW

)∣∣∣∣ ≤ |detA|K |V |.

This completes the proof of properties (a)–(e).
By (a), (c), and (d) we have

(3.14)

d(Uk+1) = d(Ũk) ∪ d(Uk \ τUk
(Ũk)) =

( k+1⋃
j=1

Wj \ d(Uk)

)
∪ (d(Uk) \ d(τUk

(Ũk)))

=
k+1⋃
j=1

Wj \ d(τUk
(Ũk)).

Hence, for k ≥ 2 we have

d(Uk+1 \ Uk) ⊂ d(Ũk) =

k+1⋃
j=1

Wj \ d(Uk) =
k+1⋃
j=1

Wj \
( k⋃
j=1

Wj \ d(τUk−1
(Ũk−1))

)
⊂Wk+1 ∪ d(τUk−1

(Ũk−1)).

On the other hand,
Uk \ Uk+1 ⊂ Uk \ (Uk \ τUk

(Ũk)) = τUk
(Ũk).

Combining the last two inclusions yields

(3.15) d(Uk+14Uk) ⊂Wk+1 ∪ d(τUk
(Ũk)) ∪ d(τUk−1

(Ũk−1)).
9



Likewise, we have

(3.16) Uk+14Uk ⊂ Ũk ∪ τUk
(Ũk).

Hence, by (3.13) and (3.16)

(3.17)
∑
k∈N
|Uk+14Uk| ≤ 2

∑
k∈N
|Ũk| <∞.

Define

U =
∞⋂
j=1

∞⋃
k=j

Uk.

By (3.17) Uk → U in the symmetric difference metric, from which it follows that U packs by dilations
and translations. We claim that U tiles by dilations.

Fix K ∈ N. By (3.15) and property (e) we have

∞∑
k=K

∣∣∣∣d(Uk+14Uk) ∩
K⋃
j=1

Wj

∣∣∣∣ ≤ ∞∑
k=K

|d(τUk
(Ũk))|+ |d(τUk−1

(Ũk−1))| <∞.

Thus, by Proposition 2.4(iii) we have

d(Uk) ∩
K⋃
j=1

Wj → d(U) ∩
K⋃
j=1

Wj as k →∞.

On other hand, by (3.14) and property (e)

d(Uk) ∩
K⋃
j=1

Wj →
K⋃
j=1

Wj as k →∞.

Since K ∈ N is arbitrary, we conclude that d(U) =
⋃∞
j=1Wj = W . Hence, U tiles by dilations and

packs by translations. Theorem 2.5 implies that there exists a set that tiles both by dilations and
translations. �

Finally we can complete the proof of Theorem 3.1.

Proof of Theorem 3.1. Without loss of generality we can assume that |detA| > 1. By Lemma
3.2, the condition (3.1) implies that for every r > 0, there exists a sequence (mj)j∈N such that∑

1/mj = ∞ and A−j(B(0, r)) packs mj redundantly by translations for all j ∈ N. Take any set
W ⊂ Rn that tiles by dilations. Then the partition Wm = W ∩

(
B(0,m) \ B(0,m − 1)

)
, m ∈ N,

fulfills assumptions of Theorem 3.5. Consequently, there exists an (A,Γ) wavelet set. �

The contrapositive of Theorem 3.1 is as follows.

Corollary 3.7. If a pair (A,Γ) does not admit a wavelet set and |detA| > 1, then

(3.18)
∞∑
j=1

1

#|A−j(B(0, 1)) ∩ Γ|
<∞.

10



4. Proof of necessity for existence of wavelet sets

The goal of this section is to prove the converse of Corollary 3.7. That is, we prove the necessity
part of the main theorem.

Theorem 4.1. Let A be an n × n invertible matrix with |detA| > 1. Let Γ ⊂ Rn be a full rank
lattice. If (3.18) holds, then there is no (A,Γ) wavelet set.

We need the following elementary lemma.

Lemma 4.2. Let Γ ⊂ Rn be a full rank lattice in Rn. Suppose that a measurable set W ⊂ Rn packs
by Γ translations,

(4.1)
∑
γ∈Γ

1W (x+ γ) ≤ 1 for a.e. x ∈ Rn.

Let V be a d-dimensional lattice subspace of Rn. That is, dimV = d and Γ ∩ V is a lattice of rank
d. Let F0 be a fundamental domain of Γ ∩ V in V . Then, we have

(4.2) md(W ∩ (y + V )) ≤ md(F0) mn−d-a.e. y ∈ V ⊥.

Proof. Let K ⊂ V ⊥ be a measurable set. By (4.1) we have∫
K+F0

∑
γ∈Γ∩V

1W (x+ γ)dmn(x) ≤
∫
K+F0

dmn(x) = mn−d(K)md(F0).

By Fubini’s Theorem∫
K+F0

∑
γ∈Γ∩V

1W (x+ γ)dmn(x) =

∫
K

∫
F0

∑
γ∈Γ∩V

1W (x1 + x2 + γ)dmd(x1)dmn−d(x2)

=

∫
K
md((x2 + V ) ∩W )dmn−d(x2).

Hence, ∫
K
md((x2 + V ) ∩W )dmn−d(x2) ≤ md(F0)

∫
K
dmn−d(x2).

Since K ⊂ V ⊥ is arbitrary, we deduce (4.2). �

We will also need a volume packing lemma which can be found in the book of Tao and Vu [26,
Lemma 3.24 and Lemma 3.26].

Lemma 4.3. Let Γ ⊂ Rn be a full rank lattice, and let Ω be a symmetric convex body in Rn. Then,

(4.3)
|Ω|

2n|Rn/Γ|
≤ #|Ω ∩ Γ|.

In addition, if the vectors Ω ∩ Γ linearly span Rn, then

(4.4) #|Ω ∩ Γ| ≤ 3nn!|Ω|
2n|Rn/Γ|

.

The following lemma plays the key role in the proof of Theorem 4.1.

Lemma 4.4. Let Γ ⊂ Rn be a full rank lattice. Suppose that a measurable set W ⊂ Rn packs by Γ
translations, that is, (4.1) holds. Then, there exists a constant C > 0, which depends only on the
dimension n, such that

(4.5) |B(x, 1) ∩W | ≤ C

#|B(0, 1) ∩ Γ|
for all x ∈ Rn.
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Proof. If B(0, 1) ∩ Γ = {0}, then (4.5) holds automatically with C = mn(B(0, 1)). Otherwise, we
define V to be the linear span of B(0, 1) ∩ Γ. Let F0 be a fundamental domain of V/(Γ ∩ V ) and
d = dimV . By Lemma 4.2

(4.6) md(W ∩ (y + V )) ≤ md(F0) for a.e. y ∈ V ⊥.

Fubini’s theorem yields

(4.7)

|B(x, 1) ∩W | =
∫
V ⊥

md(B(x, 1) ∩W ∩ (y + V ))dmn−d(y)

≤
∫
Q(B(x,1))

md(W ∩ (y + V )) dmn−d(y)

≤ md(F0)mn−d (Q(B(x, 1))) ,

where Q is an orthogonal projection of Rn onto V ⊥. The second inequality holds because the
integrand is nonzero only if B(x, 1) ∩ (y + V ) 6= ∅, which implies that y ∈ Q (B(x, 1)).

Let ck = πk/2

Γ(k/2+1) be the Lebesgue measure of k-dimensional unit ball. Since Q(B(0, 1)) =

B(0, 1) ∩ V ⊥ we have

mn−d(Q(B(0, 1)) = cn−d and md(B(0, 1) ∩ V ) = cd.

Therefore, by Lemma 4.3

(4.8)
|B(x, 1) ∩W | ≤ md(F0)mn−d (Q(B(0, 1))) = cn−dcd

md(F0)

md(B(0, 1) ∩ V )

≤ 3dd!cn−dcd
2d#|B(0, 1) ∩ Γ|

.

Hence, the inequality (4.5) holds with C = max1≤d≤n(3/2)dd!cn−dcd. �

We say that a measurable set U ⊂ Rn is an A dilation tiling generator if {Aj(U) : j ∈ Z} is a
tiling of Rn modulo null sets.

Lemma 4.5. Let A be n × n matrix such that |detA| > 1. Then, there exists an A dilation tiling
generator U , which contains a collection of disjoint balls Vk ⊂ U , k ∈ N, each having the same
radius.

Proof. Since |detA| > 1, the matrix A has at least one eigenvalue λ such that |λ| > 1. Suppose
momentarily that λ is real. For simplicity assume that e1 is an eigenvector of A with eigenvalue λ.
Then,

(4.9) U = ((−λ,−1) ∪ (1, λ))× Rn−1

is a dilation tiling generator of Rn. Likewise, if λ is complex, then a real Jordan normal form of A
contains a 2× 2 block Mλ, see the proof of Lemma 5.3. For simplicity assume that A is already in
a Jordan normal form with Mλ as its first block. Then,

(4.10) U = {x ∈ R2 : 1 < |x| < |λ|} × Rn−2

is an A dilation tiling generator. As a consequence of (4.9) and (4.10) we deduce that there exists
a collection of disjoint balls Vk ⊂ U , k ∈ N, each having the same radius that does not depend on
k. The simplifying assumptions, which we made on A, do not affect this conclusion. �

The general principle that we will use to prove the non-existence of wavelet sets is the following
proposition, which was implicit in earlier work [25].
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Proposition 4.6. Let A be an invertible n × n matrix with |detA| > 1, let Γ ⊂ Rn be a full-rank
lattice, and let W ⊂ Rn. Suppose that there exists ε > 0 and an A dilation tiling generator U which
contains infinitely many disjoint sets (Vk)

∞
k=1 of measure at least ε such that

aJ := sup
k∈N

∞∑
j=J

∣∣Vk ∩Aj(W )
∣∣→ 0 as J →∞.

Then, W is not an (A,Γ) wavelet set.

Proof. Let W be a set which tiles Rn by Γ translations. We will show that W is not an A dilation
generator of Rn; hence, not an (A,Γ) wavelet set. For j ∈ Z we define sets Wj = A−j(U)∩W . The
collection {Wj : j ∈ Z} is a partition of W . For any j ∈ Z we have that

|Wj | = |A−j(U) ∩W | ≤ |F |,

where F ⊂ Rn is a fundamental domain of Γ. Hence, for J ∈ N chosen so that aJ < ε/2, we have

(4.11)
J∑

j=−∞
|Aj(Wj)| ≤

J∑
j=−∞

|detA|j |F | = |detA|J |F |
1− |detA|−1 <∞.

Since the sets Vk, k ∈ N, are disjoint, by (4.11) we have∑
k∈N

∣∣∣∣Vk ∩ J⋃
j=−∞

Aj(Wj)

∣∣∣∣ <∞.
Hence, there exists k ∈ N such that∣∣∣∣Vk ∩ J⋃

j=−∞
Aj(Wj)

∣∣∣∣ < |Vk|/2.
Additionally, by the definition of aJ we have that

ε/2 >
∞∑
j=J

|Vk ∩Aj(W )| ≥
∣∣∣∣ ∞⋃
j=J

Vk ∩Aj(W )

∣∣∣∣ =

∣∣∣∣Vk ∩ ∞⋃
j=J

Aj(Wj)

∣∣∣∣.
Therefore, |Vk ∩

⋃
j∈ZA

j(Wj)| < |Vk|/2 + ε/2 < |Vk|, and W is not an A dilation generator of
Rn. �

We are now ready to prove Theorem 4.1.

Proof of Theorem 4.1. Suppose that W ⊂ Rn is any measurable set which tiles by Γ translations.
We shall use Proposition 4.6 to deduce that W can not be an (A,Γ) wavelet set. By Lemma 4.5
there exists an A dilation tiling generator U ⊂ Rn which contains a collection of disjoint balls
Vk ⊂ U , k ∈ N, each having the same radius ≤ 1. Let xk denote the center of Vk. For any j ∈ N,
the set Aj(W ) tiles by Aj(Γ) translations. Hence, Lemma 4.4 yields

|Vk ∩Aj(W )| ≤ |B(xk, 1) ∩Aj(W )| ≤ C

#|B(0, 1) ∩Aj(Γ)|
=

C

#|A−j(B(0, 1)) ∩ Γ|
.

By our hypothesis (3.18) we have
∞∑
j=J

∣∣Vk ∩Aj(W )
∣∣ ≤ C ∞∑

j=J

1

#|A−j(B(0, 1)) ∩ Γ|
→ 0 as J →∞.

Since k ∈ N is arbitrary, Proposition 4.6 implies that W is not an (A,Γ) wavelet set. �
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5. Necessary condition for existence of wavelet sets

In this section we show a convenient necessary condition for existence of wavelet sets, which is
slightly weaker than the characterization equation (1.3), but is easier to check when it does hold.
This necessary condition states that for every sublattice Λ ⊂ Γ we have

(5.1) lim inf
j→∞

md(V ∩A−j(B(0, 1))) <∞, where V = span Λ, d = dimV.

Here, md denotes d-dimensional Lebesgue measure on a subspace V ⊂ Rn. Equivalently, we have
the following non-existence result.

Theorem 5.1. Let A be an n × n invertible matrix with |detA| > 1. Let Γ ⊂ Rn be a full rank
lattice. If there exists a sublattice Λ ⊂ Γ such that

(5.2) lim
j→∞

md(V ∩A−j(B(0, 1))) =∞, where V = span Λ, d = dimV,

then there is no (A,Γ) wavelet set.

As an illustration of Theorem 5.1 we recover the following non-existence result shown by the
second author in [25, Proposition 2.2].

Corollary 5.2. Suppose that A =

[
A1 0
T A2

]
, where A1 is n1 × n1 matrix, A2 is n2 × n2 matrix,

and T is n2 × n1 matrix, such that |detA| > 1, |detA1| > 1, and | detA2| < 1. Suppose that Γ is a
full-rank lattice such that Γ ∩ ({0} × Rn2) has rank n2 . Then there is no (A,Γ) wavelet set.

Proof. Take a finite set F ⊂ Γ ∩ ({0} × Rn2) such that span V = spanF = {0} × Rn2 . Then

mn2(V ∩A−j(B(0, 1))) = mn2((A2)−j(B(0, 1))) = cn2 | detA2|−j ,

where cd denotes the Lebesgue measure of d-dimensional unit ball. Since |detA2| < 1, this yields
the required conclusion by Theorem 5.1. �

The proof of Theorem 5.1 involves writing A in real Jordan form, and relating the action of A on
balls to the action of corresponding matrices with positive eigenvalues on the same balls, and then
to diagonal matrices. Lemma 5.3 is essentially a reformulation of [4, Lemma 6.7]. We give its proof
for the sake of completeness.

Lemma 5.3. Suppose that B is an n × n invertible matrix. Then, there exists a positive constant
c and an n× n matrix B̃ such that all eigenvalues of B̃ are positive and

(5.3) Bj(B(0, r/c)) ⊂ B̃j(B(0, r)) ⊂ Bj(B(0, cr)) for all j ∈ Z, r > 0.

Proof. For z ∈ C we define 2× 2 matrix

Mz =

[
Re(z) Im(z)
− Im(z) Re(z)

]
.

There exists an n × n invertible matrix P such that PBP−1 is in real Jordan normal form. That
is, PBP−1 is a block diagonal matrix consisting of real Jordan blocks J1, . . . , Jk. Suppose that a
Jordan block Ji corresponds to a complex eigenvalue λ ∈ C \ R,

Ji =


Mλ M1

Mλ M1

. . . . . .
Mλ M1

Mλ

 .
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We write λ = |λ|ω, where |ω| = 1, and define matrices Ri and J ′i by

Ri =


Mω

Mω

. . .
Mω

Mω

 , J ′i =


M|λ| Mω

M|λ| Mω

. . . . . .
M|λ| Mω

M|λ|

 .
Observe that Ri is an orthogonal matrix, Ri and Ji commute, and J ′i = RiJi. In the case a Jordan
block Ji corresponds to a real eigenvalue λ < 0, we let Ri = −I and J ′i = −Ji if λ < 0, and otherwise
we set Ri = I and J ′i = Ji. Note that each block J ′i has a single positive eigenvalue |λ|.

Define a matrix B̃ such that PB̃P−1 is block diagonal with blocks J ′1, . . . , J ′k. Define a matrix R
to be block diagonal with blocks R1, . . . , Rk. By the construction, R is an orthogonal matrix which
commutes with PBP−1, and

PB̃P−1 = R(PBP−1) = (PBP−1)R.

Consequently, we have for all j ∈ Z, r > 0,

(PBP−1)j(B(0, r)) = (PB̃P−1)j(B(0, r)).

Hence,

Bj(B(0, r/||P ||)) ⊂ (BjP−1)(B(0, r)) = (B̃jP−1)(B(0, r)) ⊂ B̃j(B(0, ||P−1||r)).
This proves (5.3) with c = ||P−1|| · ||P ||. �

The next lemma shows a basic estimate on the intersection of a subspace with dilates of a ball.
For simplicity we formulate Lemma 5.4 for matrices with positive eigenvalues in Jordan normal
form.

Lemma 5.4. Suppose that B is an n×n matrix in Jordan normal form and all eigenvalues of B are
positive. Let V ⊂ Rn be a subspace of dimension d. Then there exists a subset σ ⊂ [n] of cardinality
d such that the following holds. Let Pσ be the coordinate orthogonal projection of Rn onto

Rσ = span{ei : i ∈ σ}.
Then, the restriction Pσ|V is an isomorphism of V and Rσ and

(5.4) n−d/2 ≤ md(Pσ(V ∩Bj(B(0, r))))

md((PσBPσ)j(B(0, r)))
≤ nd/2 for all j ≥ 1, r > 0.

Proof. Without loss of generality we can assume that B has diagonal entries λ1, . . . , λn satisfying
0 < λ1 ≤ . . . ≤ λn. We claim that there exists a basis v1, . . . , vd of V and a sequence of integers
1 ≤ σ1 < . . . < σd ≤ n such that

(5.5) vi − eσi ∈ span{ek : σi + 1 ≤ k ≤ d and k 6= σi+1, . . . , σd} for i = 1, . . . , d.

Indeed, let w1, . . . , wd be any basis of V . Consider a d×nmatrix which consists of vectors w1, . . . , wd
treated as row vectors. Next, we perform a Gaussian elimination on this matrix to obtain a reduced
row echelon form (only the first three rows shown):0 . . . 0 1 ∗ . . . ∗ 0 ∗ . . . ∗ 0 ∗ . . .

0 . . . 0 0 0 . . . 0 1 ∗ . . . ∗ 0 ∗ . . .
0 . . . 0 0 0 . . . 0 0 0 . . . 0 1 ∗ . . .

 .
Here, ∗ represents an arbitrary real value. Let σi be the column which contains the leading entry 1
in row i; all other entries in column σi are zero. Let vi be the row vector given by row i. Since row
operations preserve V , the vectors v1, . . . , vd form a basis of V satisfying (5.5).
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In addition, we assume that Jordan blocks J of B appear in lower diagonal form (rather than
the more common upper diagonal form)

(5.6) J =


λ

1
. . .
. . . λ

1 λ

 .
For a fixed j ≥ 1, define the set

S = Pσ(V ∩Bj((−1, 1)n)).

Since Pσ(vi) = eσi for i = 1, . . . , d, by identifying Rσ = Rd we have

S =

{
(c1, . . . , cd) ∈ Rd : v =

d∑
i=1

civi ∈ Bj((−1, 1)n)

}
.

We shall estimate the d-dimensional Lebesgue measure of S by Fubini’s theorem

(5.7) md(S) =

∫
R
. . .

(∫
R
1S(c1, . . . , cd)dcd

)
. . . dc1.

First we consider an extreme case when the index set σ is located in a single Jordan block J of the
form (5.6) corresponding to an eigenvalue λ. Let k be the size of J . If j ≥ k− 1, then J j((−1, 1)k)
equals

(5.8) {(λjd1, λ
jd2 + jλj−1d1, . . . , λ

jdk + jλj−1dk−1 + . . .+
(
j

k−1

)
λj−k+1d1) : |d1|, . . . , |dk| < 1}.

Suppose (c1, . . . , cd) ∈ S. This implies that c1 ∈ (−λj , λj). Once such c1 is fixed, then c2 ∈
(−λj , λj) + z2, for some z2 depending on c1. In general, once c1, . . . , ci, i < d, are fixed, then by
(5.8) we deduce that ci+1 ∈ (−λj , λj)+zi+1, for some zi+1 depending on c1, . . . , ci. This shows that

md(S) = (2λ)d = md((PσBPσ)j((−1, 1)n)).

In the general case, when σ is spreads across different Jordan blocks, we can extend this argument,
by grouping elements of σ located in Jordan blocks, to deduce that

md(S) = 2d
d∏
i=1

λσi = md((PσBPσ)j((−1, 1)n)).

By the fact that

(5.9) (−1/
√
n, 1/

√
n)n ⊂ B(0, 1) ⊂ [−1, 1]n,

and scaling, we deduce (5.4) for j ≥ 1. �

As a corollary of Lemmas 5.3 and 5.4 we extend estimate (5.4) to arbitrary matrices.

Corollary 5.5. Suppose that B is an n×n invertible matrix. Let V ⊂ Rn be a subspace of dimension
d. Then, there exist positive constants b and C such that

(5.10) bj/C ≤ md(V ∩Bj(B(0, 1))) ≤ Cbj for all j ≥ 1,

where md is d-dimensional Lebesgue measure on V .

Proof. Let B̃ be a matrix with positive eigenvalues satisfying the conclusion of Lemma 5.3 corre-
sponding to B. Then, we have

V ∩ B̃j(B(0, 1/c)) ⊂ V ∩Bj(B(0, 1)) ⊂ V ∩ B̃j(B(0, c)).
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Therefore, replacing matrix B by B̃, without loss of generality we can assume that all eigenvalues
of B are positive.

Let S be an invertible matrix such that B̌ = SBS−1 is in Jordan normal form. Note that

(5.11) V ∩Bj(B(0, 1)) = V ∩ S−1B̌jS(B(0, 1)) = S−1(SV ∩ B̌jS(B(0, 1))).

Since
B(0, 1/c′) ⊂ S(B(0, 1)) ⊂ B(0, c′) where c′ = max(||S−1||, ||S||),

Lemma 5.4 implies that

(5.12) n−d/2(c′)−d ≤ md(Pσ(SV ∩ B̌jS(B(0, 1))))

md((PσB̌Pσ)j(B(0, 1)))
≤ nd/2(c′)d for all j ≥ 1.

Here, σ is a subset of [n] of cardinality d such that the restriction Pσ|SV is an isomorphism of SV
and Rσ. Consequently, (Pσ ◦ S)|V is an isomorphism of V and Rσ. Hence, by (5.11), there exists a
constant c′′ > 0 such that

(5.13) md(V ∩Bj(B(0, 1))) = c′′md(Pσ(SV ∩ B̌jS(B(0, 1)))).

Let b be the product of d diagonal entries of B̌ corresponding to the subset σ ⊂ [n]. Since B̌ is in
Jordan normal form we have

(5.14) md((PσB̌Pσ)j(B(0, 1))) = bjcd,

where cd denotes the Lebesgue measure of d-dimensional unit ball. Combining (5.12), (5.13), and
(5.14) yields (5.10). �

We are now ready to give the proof of Theorem 5.1.

Proof of Theorem 5.1. Let B = A−1. By Corollary 5.5 there exist positive constants b and C such
that (5.10) holds. By the hypothesis (5.2) we necessarily have b > 1. By Lemma 4.3

#|V ∩A−j(B(0, 1)) ∩ Γ)| ≥ md(V ∩A−j(B(0, 1)))

2dmd(V/(V ∩ Γ))
.

Hence, for some constant C ′ > 0 we have
∞∑
j=1

1

#|A−j(B(0, 1)) ∩ Γ|
≤
∞∑
j=1

2dmd(V/(V ∩ Γ))

md(V ∩A−j(B(0, 1)))
≤ C ′

∞∑
j=1

b−j <∞.

By Theorem 4.1 there is no (A,Γ) wavelet set. �

6. Applications of main results

In [7], it was shown that if all eigenvalues of a matrix A have modulus strictly larger than one, then
for every full rank lattice Γ there exists an (A,Γ) wavelet set. Various wavelet sets for matrices with
some eigenvalues greater than one and some equal to one have been constructed in the literature.
In our first application of Theorem 3.1, we show that we are always able to construct such wavelet
sets.

Recall that a matrix A is unipotent if all of its eigenvalues are 1. The key added ingredient is the
following result due to Margulis [21, Theorem 1], see also [8].

Theorem 6.1. Let Γ be a full rank lattice in Rn and let {Ut}t∈R be a one parameter group of
unipotent matrices. There exists δ > 0 such that

sup{t ∈ R : B(0, δ) ∩ UtΓ = {0}} =∞.

We will apply Theorem 6.1 in the case Ut = J t, where J is the block of the real Jordan decom-
position of a matrix corresponding to eigenvalue 1.
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Theorem 6.2. Let A be an n× n matrix such that |detA| > 1 and all eigenvalues of A are greater
than or equal to one in modulus. Then, for every full rank lattice Γ, there exists an (A,Γ) wavelet
set.

Proof. By Lemma 5.3, there exists a constant c and an n × n invertible matrix Ã such that all of
the eigenvalues of Ã are positive and such that for all j ∈ Z and all r > 0,

Aj(B(0, r/c)) ⊂ Ãj(B(0, r)) ⊂ Aj(B(0, cr)).

By a change of basis, we can assume that Ã is in Jordan form. Write Ã =

[
A1 0
0 A2

]
where

all eigenvalues of A1 are larger than 1, and all eigenvalues of A2 are equal to 1. Let T denote

the n × n matrix T =

[
I 0
0 A2

]
. If A2 is the identity matrix, then there exists ε > 0 such that

Ã−j (B(0, ε))∩Γ = {0} for all sufficiently large j. Therefore, A−j(B(0, ε/c))∩Γ = {0} for sufficiently
large j as well, so (A,Γ) wavelet sets exist by Theorem 3.1.

If A2 contains a non-trivial Jordan block, then by assumption, T generates a one parame-
ter unipotent group, so by Theorem 6.1, there exists an ε > 0 and n1 < n2 < · · · such that
T−nk(B(0, ε)) ∩ Γ = {0}. For large k, Ã−nk(B(0, ε)) ⊂ T−nk(B(0, ε)), so there exist n1 < n2 < · · ·
such that Ã−nk(B(0, ε))∩Γ = {0}. Since A−nk(B(0, ε/c)) ⊂ Ã−nk(B(0, ε)), (A,Γ) wavelet sets exist
by Theorem 3.1. �

Remark 6.3. Theorem 6.2 is optimal in the sense that it identifies the largest class of matrices A
with |detA| > 1 for which (A,Γ) wavelet set exists regardless of the choice of the lattice Γ. Indeed, if
one of eigenvalues of A is less than 1, then we consider the invariant subspace V , which is the linear
span of eigenspaces of A corresponding to eigenvalues |λ| < 1. Then, we choose a full rank lattice
Γ ⊂ Rn such that the rank of Γ ∩ V equals d = dimV . Since limj→∞md(V ∩ A−j(B(0, 1))) = ∞,
by Theorem 5.1 we deduce that there is no (A,Γ) wavelet set.

The second application of Theorem 3.1 is a generalization of the main result in [13]. We will
need to use the inequality between the measure of an ellipsoid intersected with a subspace and the
measure of the ellipsoid and lengths of its principal semi-axes.

Lemma 6.4. There exists a constant C = C(n) such that whenever E ⊂ Rn is an ellipsoid with
lengths of principal semi-axes given by λ1 ≥ · · · ≥ λn > 0 and V is a subspace of Rn of dimension
k,

mk(V ∩ E) ≤ C
k∏
i=1

λi.

Proof. Fix k. We first note that E ∩ V is an ellipsoid with k non-zero lengths of principle semi-axes
given which we denote by ω1 ≥ · · · ≥ ωk > 0. Let {v1, . . . , vn} be an orthonormal basis of Rn
such that the first k vectors form an orthonormal basis for V . Let A be an n× n positive definite
matrix written in terms of {v1, . . . , vn} such that E = conv{x ∈ Rn : 〈Ax, x〉 = 1}. Note that
E ∩ V = conv{x ∈ Rn : 〈PAPx, x〉 = 1}, where P is the orthogonal projection of Rn onto V .
Let λj(A) denote the jth smallest eigenvalue of A, and λ′j(B) denote the jth smallest non-zero
eigenvalue of B = PAP . If we write the matrix A with respect to the basis {v1, . . . , vn}, then the
eigenvalues of its k × k principal submatrix are the same as non-zero eigenvalues of B = PAP . By
the inclusion principle [11, Theorem 4.3.15] we have

λi(A) ≤ λ′i(PAP ) ≤ λi+n−k(A) for all 1 ≤ i ≤ k.
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Therefore, ωi = λ′i(PAP )−1/2 ≤ λi(A)−1/2 = λi. In particular,

mk(V ∩ E) = ck

k∏
i=1

ωi ≤ ck
k∏
i=1

λi,

where ck = πk/2

Γ(k/2+1) is the Lebesgue measure of k-dimensional unit ball. The lemma follows by
letting C = max(c1, . . . , cn). �

Theorem 6.5. Let A be an n× n diagonal matrix with |detA| > 1 and with eigenvalues arranged
so that |λ1| ≥ |λ2| ≥ · · · ≥ |λn−1| > 1 > |λn|. Assume in addition that |λnλn−1| ≥ 1. Let Γ ⊂ Rn be
a full rank lattice. Then, there exists an (A,Γ) wavelet set if and only if Γ∩ span(en) = {0}, where
en is the last standard unit basis vector.

Proof. We start by showing the “only if” part. The proof follows from the following two claims.

Claim 6.6. Let F denote the collection of subspaces of Rn of dimension at least two. For every
R > 0, the sequence (γj)

∞
j=1 defined by

γj = sup{mk

(
V ∩A−j(B(0, R))

)
: V ∈ F , k = dimV }

is bounded.

Proof of Claim. Let V be a subspace of Rn of dimension k ≥ 2. The intersection V ∩A−j(B(0, R))
is an ellipsoid. By Lemma 6.4, the k-dimensional volume of A−j(B(0, R)) ∩ V is less than or equal
to C|λn−1λn|−j , which is bounded. �

Claim 6.7. If limj→∞#|A−j(B(0, R)) ∩ Γ| =∞, then

lim sup
j→∞

dim span(A−j(B(0, R)) ∩ Γ) ≥ 2.

Proof of Claim. Choose a cylinder of the form S = Bn−1(0, R)× [−R,R] and notice that B(0, R) ⊂
S. We prove the following formally stronger statement than the claim:

L = lim sup
j→∞

dim span(A−j(S) ∩ Γ) ≥ 2.

We first note that L ≥ 1 since there is a constant K such that for j ≥ K, #|A−j(S) ∩
Γ| > 1. Assume for the sake of contradiction that L = 1, and redefine K so that for j ≥ K,
dim span

(
A−j(S) ∩ Γ

)
= 1. For fixed j ≥ K, let v be the element of A−j(S) ∩ Γ of smallest

norm, so that A−j(S) ∩ Γ ⊂ vZ. There exists a largest k ≥ j such that v ∈ A−k(S) since
Γ ∩ {te1 : t ∈ R} = {0}. There exists non-zero v2 ∈ A−k−1(S) ∩ Γ, and the last coordinate
of v2 must be in the interval [|λn|−kR, |λn|−k−1R]. This implies that v2/|λn| 6∈ A−k−1(S), and
#|A−k−1(S) ∩ Γ| ≤ 2/|λn|. Since j was an arbitrary integer larger than K, this contradicts the
hypothesis that limj→∞#|A−j(B(0, R)) ∩ Γ| =∞. �

We turn to the proof of the theorem. Assume Γ∩{ten : t ∈ R} = {0}; we wish to show that there
exists an (A,Γ) wavelet set by showing that lim infj→∞#|A−j(B(0, R)) ∩ Γ| < ∞, which implies∑ 1

#|A−j(B(0,1))∩Γ| =∞. Assume to the contrary that this limit is infinite.
By Claim 6.7 there exists an increasing sequence (jk)

∞
k=1 such that

(6.1) dim span(A−jk(B(0, R)) ∩ Γ) ≥ 2 for all k ∈ N.
19



Let Vk be the span of A−jk(B(0, R)) ∩ Γ and let Λk = Vk ∩ Γ. Let Fk be a fundamental domain of
Λk. Let nk = dimVk. By Lemma 4.3, Claim 6.6, and (6.1) we have

#|A−jk(B(0, R)) ∩ Γ| = #|A−jk(B(0, R)) ∩ Vk ∩ Λk|

≤ 3nknk!

2nk |Fk|
mnk

(
A−jk(B(0, R)) ∩ Vk

)
≤ Cγjk .

The last inequality is due to a positive lower bound on the measure of the fundamental domains
of non-zero sublattices of a fixed lattice. Since (γjk) is bounded, this is a contradiction to our
hypothesis that lim infj→∞#|A−j(B(0, R)) ∩ Γ| = ∞. Hence, by Theorem 3.1 (A,Γ) wavelet sets
exist.

For the other direction, if Γ ∩ {ten : t ∈ R} 6= {0}, then we let Λ = {ten : t ∈ R} ∩ Γ and
V = span(F ). Since

lim
j→∞

m1(V ∩A−jB(0, 1)) =∞,

by Theorem 5.1, there is no (A,Γ) wavelet set. �

Remark 6.8. The above proof shows that for diagonal matrices A satisfying the assumptions in
Theorem 6.5, conditions (2), (3), and (4) in the Introduction are all equivalent. This equivalence
can also be deduced from the result of Weiss [28, Theorem 5.2] on divergent trajectories.

Our third application of the main theorem in this paper is the following.

Theorem 6.9. Let A be n× n matrix with integer entries and |detA| ≥ 2. Then, the pair (A,Zn)
satisfies the lattice counting estimate

(6.2) #|Zn ∩Aj(B(0, r))| ≤ C max(1, rn) max(1, |detA|j) for all j ∈ Z, r > 0,

for some positive constant C depending only on n. In particular, there exists (A,Zn) wavelet set.

Proof. For j < 0 we have A−jZn ⊂ Zn. Hence,
#|Zn ∩Aj(B(0, r))| = #|A−jZn ∩B(0, r)| ≤ #|Zn ∩B(0, r)| = C(r) ≤ C max(1, rn).

For j > 0 we use the fact that each coset of the quotient group A−jZn/Zn intersects [0, 1)n exactly
once. Hence, for any k ∈ Zn,

#|A−jZn ∩ (k + [0, 1)n)| = #|A−jZn/Zn| = #|Zn/(AjZn)| = |detA|j .
Consequently,

#|Zn ∩Aj(B(0, r))| = #|A−jZn ∩B(0, r)|

≤
∑

k∈Zn, |k|<r+
√
n

#|A−jZn ∩ (k + [0, 1)n)|

≤ #|Zn ∩B(0, r +
√
n)| |detA|j = C(r +

√
n)n |detA|j .

This proves (6.2). The existence of (A,Zn) wavelet set follows then by Theorem 3.1. �

7. Examples

In this section we provide two examples in three dimensions which relate to the theorems proven
above. As always, we are assuming that |detA| > 1. Consider the condition that for some subset
F ⊂ Γ we have

(7.1) lim
j→∞

md(V ∩A−jB(0, R)) =∞, where V = spanF, d = dimV.

It was shown in Theorem 5.1 that the condition (7.1) implies that (A,Γ) wavelet sets do not exist.
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The following example shows that the characterization of wavelet sets in Theorem 6.5 requires the
condition on the product of eigenvalues. Namely, if the product of the smallest two eigenvalues is less
than one, then there are pairs (A,Γ) such that no wavelet set exists despite that Γ∩span(en) = {0}.

Example 7.1. Let A be a 3× 3 diagonal matrix with entries λ1, λ2, λ3. Let Γ be a full rank lattice
in R3. Suppose that
(i) |λ1| ≥ |λ2| ≥ |λ3|,
(ii) |detA| = |λ1λ2λ3| > 1,
(iii) |λ1λ3| < 1,
(iv) there exists γ1, γ2 ∈ Γ such that

span(γ1, γ2) = span(ae1 + be2, e3), where a, b 6= 0.

Then, there is no (A,Γ) wavelet set.

Proof. Take F = {γ1, γ2}, V = spanF , and observe that

m2(V ∩A−j((−1, 1)3)) = m2(V ∩
3∏
i=1

(−|λi|−j , |λi|−j)) ≥ |λ1λ3|−j →∞

as j →∞. Hence, (7.1) holds. By Theorem 5.1, there is no (A,Γ) wavelet set. �

Next we provide an example of a matrix A and a lattice Γ such that condition (7.1) fails for
every subset F ⊂ Γ, yet no (A,Γ) wavelet set exists. This shows that (7.1) is not equivalent to the
non-existence of wavelet sets.

The easiest path to showing that condition (7.1) is not equivalent to the characterizing condition
is to use the following result of Khinchine, as stated in [22].

Theorem 7.2. Suppose that ψ : (0,∞) → (0,∞) is a continuous decreasing function such that
ψ(j) → 0 as j → ∞. Then, there exist real numbers α and β, which are linearly independent
together with 1 over Z, such that for sufficiently large j, there is an integer solution (a, b) ∈ Z2 of
the Diophantine system

‖aα+ bβ‖ < ψ(j), 0 < max(|a|, |b|) < j,

where ‖ · ‖ denotes the distance to the nearest integer.

We will also use the following lemma on codimension one sections of an ellipsoid.

Lemma 7.3. Let A be an n× n invertible matrix. Let ξ ∈ Sn−1 ⊂ Rn be a unit vector. Then,

(7.2) mn−1

(
A(B(0, 1)) ∩ ξ⊥

)
= cn−1

|detA|
‖AT ξ‖

, where cn−1 =
π(n−1)/2

Γ((n+ 1)/2)
.

Proof. Let B = B(0, 1) ⊂ Rn. Let || · ||D denote the Minkowski norm associated to a centrally
symmetric convex body D ⊂ Rn. For a function f ∈ L1(Rn), denote its Fourier transform by

f∧(ξ) =

∫
Rn

f(x)e−i〈x,ξ〉dx ξ ∈ Rn.

By the result of Koldoubsky [16], see also [17, Theorem 2.2], for any unit vector ξ ∈ Sn−1 ⊂ Rn we
have

(7.3) mn−1

(
D ∩ ξ⊥

)
=

1

π(n− 1)
(‖ · ‖−n+1

D )∧(ξ).
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Here, the Fourier transform of f(x) = ‖x‖−n+1
D is taken in the sense of tempered distributions.

Observe that the Euclidean norm || · || = || · ||B satisfies

(‖ · ‖−n+1)∧(ξ) =
2π(n+1)/2

Γ((n− 1)/2)
‖ξ‖−1 = π(n− 1)cn−1‖ξ‖−1 for ξ ∈ Rn \ {0}.

Hence, we have

(‖ · ‖−n+1
A(B) )∧(ξ) = (‖A−1(·)‖−n+1

B )∧(ξ) =
(‖ · ‖−n+1

B )∧(AT ξ)

|det(A−1)|
= π(n− 1)cn−1

| detA|
‖AT ξ‖

.

Combining this with (7.3), which is applied for D = A(B), yields (7.2). �

Example 7.4. There exists a lattice Γ ⊂ R3 and an invertible, diagonal matrix A with | detA| > 1
such that no (A,Γ) wavelet sets exist and such that for every R > 0 and every subset F ⊂ Γ

md(V ∩A−j(B(0, R)))→ 0,

where V is the span of F and d = dimV .

Proof. Let B = [−1, 1]3. For ψ(j) = 11−j , let α and β as in Khinchine’s Theorem. Let

(7.4) A =

10 0 0
0 1

2 0
0 0 1

2

 .
Let Γ be the lattice given by

(7.5) Γ = spanZ{(1, 0, 0), (α, 1, 0), (β, 0, 1)}.
For large j, there exist integers a, b and N such that |N + aα + bβ| < 11−j and max(|a|, |b|) < j.
Therefore,

N(1, 0, 0) + a(α, 1, 0) + b(β, 0, 1) ∈ [−11−j , 11−j ]× [−j, j]2

⊂ 10j

11j
A−j(B).

It follows that #|A−j(B)∩Γ| ≥ 11j

10j
for large j. Hence, by Theorem 4.1 no (A,Γ) wavelet sets exist.

Next, let R > 0 and F ⊂ Γ. We need to show that

mV (V ∩A−j(B(0, R))→ 0,

where V is the span of F . If dimV = 1, then this follows from the fact that there are no elements
of Γ in span{(0, 1, 0), (0, 0, 1)}.

If dimV = 2, let ξ be a norm-one vector such that V = ξ⊥. Since ξ 6∈ span{(1, 0, 0)}, by Lemma
7.3 we have

mV (A−j(B(0, R)) ∩ ξ⊥) = π
| det(A−j)|
‖A−jξ‖

≤ c 2j

10j
→ 0 as j →∞. �
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