Lectures on Functional Syntax
Scott DeLancey

University of Oregon
Draft--comments welcome

Department of Linguistics

1290 University of Oregon

Eugene, OR 97403-1290

U.S.A

delancey@darkwing.uoregon.edu


Lecture 1: On Functionalism
6

1.1
Functionalism on the Linguistic Map
7

1.2  Functionalist Metatheory
10

1.2.1  Structural and Functional definitions
10

1.2.2  Formal and functional explanation
11

1.2.3  Innateness and Autonomy
16

1.2.4  The Typological Approach
19

1.3
The Form of a Functional Grammar
20

1.4
Functional Explanation:  Motivation, Routinization, and Diachrony
23

1.4.1  Motivation
24

1.4.2  Routinization
27

1.4.3  The Origins of Opacity
29

Lecture 2: Lexical Categories
31

2.1  Defining categories
31

2.1.1  Structural categories
34

2.2  Nouns and Verbs
36

2.2.1  Nouns and Verbs as Universal Categories
36

2.2.2  What are Nouns and Verbs?
39

2.3  Adjectives
43

2.3.1  Verbal and Nominal Property Concept Words
45

2.3.2  Adjective as a Functional Sink
49

2.4  Problems for a Theory of Minor Categories
51

2.4.1  Categories of one
51

2.4.2  Universal categories?  The adposition story
54

Lecture 3: Figure and Ground in Argument Structure
59

3.1  The Concept of Case
59

3.2  On Case Grammar
61

3.2.1  Early suggestions
64

3.2.2  Typology and case
65

3.3  The grammar of THEME and LOC
68

3.3.1  The Semantic Structure of Ditransitive Clauses
68

3.3.2  The Semantic Structure of Possessional Clauses
70

3.3.3  "Experiencers" as locatives
73

3.3.4  Locative and Theme objects
74

3.3.5  The Syntax and Semantics of Theme and Loc
76

3.4  The Theoretical Importance of Thematic Relations
79

3.4.1  Defining Relations in Terms of Event Structure
79

3.4.2  Theme, Loc, and Innateness
82

Lecture 5: Grammaticalization
87

5.1  Introduction
87

5.1.1 History of grammaticalization studies
87

5.1.2. Grammatical and lexical meaning
89

5.1.3. Theoretical significance of grammaticalization studies
89

5.2. An overview of grammaticalization
91

5.2.1. Grammaticalization exemplified
91

5.2.2. Stages of grammaticalization
93

5.2.3. The cycle
95

5.2.4  Sources and Pathways
97

5.3.  The process of grammaticalization
99

5.3.1 Functional aspects of grammaticalization
99

5.3.2 Syntactic aspects of grammaticalization
100

5.3.3  Grammaticalization and Lexicalization
102

Lecture 6: Two Questions of Phrase Structure
104

6.1  The Gradience of Categories
104

6.1.1  Relator Nouns and the gradience of categories
105

6.1.2  Postpositions and Relator Nouns in Tibetan
108

6.1.3  Problems of Phrase Structure
110

6.2  Grammaticalization and Cross-categorial Correlations
113

6.2.1  Early Word Order Studies
113

6.2.2  Grammaticalization and Typology
115

6.2.3  Grammaticalization and the Theory of Phrase Structure
117

Lecture 7: Toward a Typology of Grammatical Relations
119

7.1  A Typology of Grammatical Relations
119

7.1.1  The Nominative-Accusative Pattern
120

7.1.2  Ergative Patterns
121

7.1.3  Split S
123

7.2  A language without syntactic subjects or objects
124

7.2.1  Case in Tibetan
124

7.2.1.1 Absolutive
125

7.2.1.2  Locative
125

7.2.1.3  Ergative
126

7.2.1.4  Case and Grammatical Relations
127

7.2.2  Relativization
128

7.2.2.1  Relativization and Thematic Relations
128

7.2.2.2  Evidence for Incipient Subjecthood
131

7.2.3  Auxiliary selection
134

7.2.4  Subject and Object in Tibetan
135

Lecture 8: Split-ergative and Inverse Systems
137

8.1  Split Ergative and Inverse Marking
137

8.1.1  Split-ergative Case Marking and Indexation
137

8.1.2  Inverse systems
140

8.1.2.1  Nocte
141

8.1.2.2  The classic direction system:  Cree
143

8.1.2.3  The direction-marking prototype
145

8.2  Variations on a Theme
146

8.2.1  Hierarchical agreement
146

8.2.2  Sahaptian
147

8.2.3  Inverse with non-hierarchical agreement
150

8.2.3.1  Expansion of the Cislocative in Kuki-Chin
150

8.2.3.2  The Dravidian "Special Base"
152

8.2.3.3  Subject and Deictic Center
153

8.3  A Unified Approach to Hierarchical systems
153

8.3.1  Viewpoint and Attention Flow
154

8.3.2  The "Pragmatic Inverse"
156

8.3.2.1  Expansion of the Concept
156

8.3.2.2  "Semantic" and "Pragmatic" Inverse
158

Lecture 9: Subject and Topic: Starting Points
162

9.1  Approaches to Subjecthood
163

9.1.1  Formal definitions
163

9.1.2  Typological approaches
164

9.1.3  Basic and Derived Subjects
166

9.2  Theories of Subject
167

9.2.1  Subject and Topic
167

9.2.2  Subject as Starting Point
169

9.2.3  Attention and subject formation
170

9.2.3.1  Attention and subject selection in controlled discourse production
170

9.2.3.2  Attention and topicality
172

9.3  Basic Subjects
173

References
176




Lecture 1: On Functionalismtc \l1 "Lecture 1: On Functionalism
Our subject matter is "functional syntax".  This is from the outset something of a misnomer, since one of the hallmarks of functionalism is its refusal to recognize strict theoretical or methodological boundaries among syntax and the explanatory realms of semantics, pragmatics, and discourse, or for that matter among synchronic, diachronic, phylo- and ontogenetic analysis and explanation.  That is, there is no such thing as "functionalist syntax" in the sense that there is "generative syntax", since a generativist assumes ex hypothesi that there is a distinct syntactic component in Universal Grammar for "syntax" to be the study of.

Still, we all recognize that one of the hallmarks of human language is the ability to combine symbolically-meaningful signs into more complex structures.  Many clever mammals, and apparently a few birds, are able to learn a substantial number of words, and even use them--but, with the marginal exceptions of chimpanzees in the "ape language" experiments, only one at a time.  This uniquely human behavior is what we call morphosyntax, and whether or not it forms a unitary and legitimately discrete theoretical domain, it does form a roughly definable field of inquiry.

Morphosyntax is indeed a wonderful, and wonderfully complex, phenomenon.  But the true mystery, and the true locus of explanation for most of the fundamental facts of syntax, is in what it is expressing.  We lightly debate whether or not language is "primarily" for communication, without touching on exactly what linguistic "communication" entails.  Human language is not simply a device for presenting and pointing to interesting objects and events in the world.  It is a set of tools for communicating our experience, and its structure is fundamentally informed by the structure of our experience and our cultural models of experience.  Languages, for example, tend to afford distinct treatment of some kind to expressions of individual internal experience ("experiencer subject" predicates of emotion and cognition, internal states such as hunger, etc.), which are treated differently grammatically from predicates describing events typically known through perceptual data from the outside world.

The purpose of this course will be to demonstrate functionalist explanations of some of the phenomena which constitute the subject matter of theories of core syntax.  I will present a sequence of interwoven accounts of aspects of clause structure from the inside out, and some illustrations of the issues in clause combining phenomena.  Grammaticalization will be a central theme, and the outlines of grammaticalization theory will be presented in Lecture 3.  With that as a basis, I will then present an explanatory account of what we know about language, from the ground up.  Obviously this is too large a task for the available time, and we will have to limit our scope in both breadth and depth--there are limits to how far up from the ground we can get, and to how many grammatical phenomena we can deal with.  But I hope to give you a sense of how much of linguistic structure can be explained without recourse to untestable hypotheses about neural structure.

1.1
Functionalism on the Linguistic Maptc \l2 "1.1
Functionalism on the Linguistic Map
The term "functional" has been attached to a variety of different models, schools, movements, and methodologies, in and outside of linguistics.  I am using it to refer specifically to the movement which grew out of the work of a group of linguists mostly centered in California in the 1970's, including Talmy Givón, Charles Li, Sandra Thompson, Wallace Chafe, Paul Hopper, and others.  This grouping has also been referred to as "functional/typological linguistics" or, informally, "West Coast" (Noonan 1999) or "California" functionalism, though these last terms are by now anachronistic, as there are prominent researchers closely identified with the functional movement around the world.

Even within this narrowed application of the term, there is certainly no monolithic "functional theory" shared by all those who would identify themselves as part of or allied with the functional movement.  Givón (1984), Hopper and Thompson (1984), and Langacker (1987), for example, present very different (though not entirely incompatible) accounts of lexical categories, and the "emergent grammar" of Hopper (1987, 1991) gives a very different picture of syntax from, say, Givón 1995.  What all functionalists have in common is a rejection of the notion of formalism as explanation.  The basic difference between functionalist and formalist linguistic frameworks is in where explanations are lodged, and what counts as an explanation. Formal linguistics generates explanations out of structure‑‑so that a structural category or relation, such as command or Subjacency (see e.g. Newmeyer 1999:476-7) can legitimately count as an explanation for certain facts about various syntactic structures and constructions.  Most contemporary formal theories, certainly Generative Grammar in all its manifestations, provide ontological grounding for these explanations in a hypothesized, but unexplored and unexplained, biologically-based universal language faculty.

Functionalists, in contrast, find explanations in function,

and in recurrent diachronic processes which are for the most part function-driven.  That is, they see language as a tool, or, better, a set of tools, whose forms are adapted to their functions, and thus can be explained only in terms of those functions.  Formal principles can be no more than generalizations over data, so that most Generative "explanation" seems to functionalists to proceed on the dormitive principle.
  Functionalism in this sense overlaps tremendously with--and in a real sense, subsumes--allied schools such as Cognitive Grammar and the "Constructivist" school in Europe (e.g. Schulze 1998).

Modern functionalism is, in important ways, a return to the conception of the field of those linguists who founded the linguistic approach to synchronic, as well as diachronic, phenomena in the late 19th century (see Whitney 1897, von der Gabelentz (1891), Paul (1886), inter alia).  These scholars understood that linguistic structure must be explained in terms of functional, cognitive, "psychological" imperatives:

Language, then, signifies rather certain instrumentalities whereby men consciously and with intention represent their thought, to the end, chiefly, of making it known to other men; it is expression for the sake of communication.  (Whitney 1897:1)

They also understood that any language is a product of history, and that synchronic structure is significantly informed by diachronic forces.  They looked to functional motivation for the basis of linguistic structure, and to motivation and recurrent patterns of diachronic change for explanations of cross-linguistic similarities of structure.  In this respect modern functionalism is a return to our roots after a nearly century-long structuralist (or, in Huck and Goldsmith's (1995) useful term, "distributionalist") interregnum.

The roots of contemporary mainstream linguistics, in contrast, go back only to the Structuralists who, in keeping with the intellectual tenor of an era noteworthy for the ascendancy of behaviorism in psychology and of Logical Positivism in philosophy, banished all notion of explanation from the field, letting the structure simply be.  (See, for example, the resolute empiricism of Hockett 1966).  This left them without any avenue for explaining cross-linguistic similarities, but this was an endeavor which most American Structuralists had little interest in.  Note, for example, how Schmidt's (1926) and Tesnière's (1959) documentation of extensive cross-linguistic correlations in word order patterns aroused virtually no interest in American linguistics, whereas within a decade of Greenberg's (1963) rediscovery of the phenomenon it had launched the small but vigorous typological movement which is the direct intellectual and sociological foundation of contemporary functionalism.

The "Generative Revolution" which began with Syntactic Structures is generally presented as a reaction to this Structuralist agnosticism, a re-introduction of the notion of explanation in the science of language.  Unfortunately, the Generativists inherited from their Structuralist forbears a deep distrust of "external" explanation.  They resolved the problem by positing language-internal "explanations" for linguistic consistency.  And to all appearances many contemporary theoreticians continue to believe that they can have their cake and eat it too, to have an autonomous theory of linguistics which explains structure without itself needing explanation.  Functionalism in this respect is the true revolution--or, better, counter-revolution, as it constitutes a return to a concept of explanation which has been ignored since the Bloomfieldian Ascendancy.

1.2  Functionalist Metatheorytc \l2 "1.2  Functionalist Metatheory
Defining a body of opinion and research like Functionalism requires both a theoretical and a sociological dimension.  For Functional linguistics, like Generative linguistics, or Minimalist syntax, or what have you, refers both to a set of intellectual positions which define the school, and to a group of scholars who adhere (to whatever degree) to it.  Although they represent two different, though overlapping, social groups, there is no sharp break in theory or practice between the Functional and Cognitive movements in contemporary linguistics.  The difference between the two schools, like, say, the difference between Autosegmental and Metrical Phonology, has to do with the particular problems which their members find to be of the most immediate interest, rather than any fundamental difference in their approaches to explanation in linguistic theory, and the approaches of, on the one hand, Cognitivists like Langacker, Lakoff, Fauconnier, or Goldberg, and on the other functionalists like Givón, Hopper, Heine, or Bybee, clearly complement one another.

I do not intend to present this course in the format of "the Functionalist alternative to mainstream syntax".  That is, I won't spend too much time explaining at every juncture how and why our analysis is better than someone else's.  In the first place, sometimes it's not--it may even be effectively the same analysis, couched in different vocabulary.  (Usually, though, the terminological differences are the key to fundamental differences in the theoretical framework within which the analysis is placed).  More to the point, I can't consistently address formalist alternatives to what I'm proposing, because I can't keep track of what they are.  It's hard to hit a moving target ...  But most of all, because Functionalism is not simply a reaction to someone else's theory--it is a framework for thinking about and explaining linguistic structure and behavior, and, like any coherent framework, makes sense best when it is presented in its own terms.

1.2.1  Structural and Functional definitionstc \l3 "1.2.1  Structural and Functional definitions
Linguistic categories can be defined in different ways.  We will return to this in more detail in the next lecture; here I simply want to introduce one of the basic aspects of Functional analysis.  Consider the concept Noun.  Start with the traditional notional definition: '(word whose reference is) a person, place, or thing'.  The basic problem with this is that it is not operationalizable.  It cannot reliably tell us whether a given concept will be a noun or a verb, since many concepts can occur as both:  the classic example is fire and burn; similar problems arise with English zero-derivation pairs like fight/fight.  Moreover, a notional definition can't even explain all nouns post hoc.  English honesty, for example, is clearly a noun.  It does not refer to a person or place, so it must qualify as a noun by referring to a thing.  But by what criterion is HONESTY a thing?  We are left chasing a circle: it must be a thing, because it is labelled by a noun, honesty--and honesty is a noun because it labels a thing, HONESTY.  (We will have occasion to deal further with this sort of circularity, which is more apparent than real.  The perceived circularity inheres in the folk-theoretic conception of language as an autonomous system into which meanings can be put.  On this view, either "Nounness" or "thingness" must be basic, and the other then must be defined in terms of it.  A better conception of what we are looking at here starts from the premise that language is simply the overt expression of cognitive structure.  Then THING is, indeed, a basic conceptual category, but Noun is not defined in terms of THING, it is simply the linguistic manifestation of THING).

So Structuralists insist rigorously structural definitions.  A noun is a word which fits into noun slots, pure and simple.  This is operationalizable--to decide whether a word is a noun or not, try and make it the subject of a clause, and see what happens.  But this is unsatisfactory in three crucial respects.  First, as the Structuralists were well aware, it makes it impossible to equate word classes across languages.  And more critically, it offers no explanation for why there should be such a thing as a "noun slot", and why any particular word should fit into that slot rather than some other.  However much it might outrage the positivistic assumptions of the likes of Bloch, there is no evading the clear intuition that we all--linguists and non-linguists alike--have that there is some notional basis at least to major categories like noun, verb, adjective, and adposition.

1.2.2  Formal and functional explanationtc \l3 "1.2.2  Formal and functional explanation
Consider the fact that in a wide range of languages, across various language types, we find a construction in which a constituent occurs in sentence-initial position, which ordinarily would occur elsewhere in the sentence, and that in language after language, this construction is used when the constituent is a contrastive or resumptive topic, as in these examples from Thai and English (both basically SVO languages):

I.)
khon   naân maj ruucak

person that NEG recognize

'I don't know that guy.'

II.)
Costello I'd hire in a minute.

One kind of account "explains" this fact by saying that there is a syntactic position in underlying structure at the beginning of a sentence.  If a constituent is to be moved, it can only be moved to a syntactic position, so there it goes.  This is a formal explanation: it follows the notion of explanation according to which a phenomenon is explained if it can be given a place in a formal theory of language, i.e. if the theory "can explain it on the basis of some empirical assumptions about the form of language" (Chomsky 1965:26)
.  But this is, once again, explanation by the dormitive principle:  essentially, constituents get moved to initial position because, when they get moved, that's where they end up.

To a functionalist, such an account cannot, in principle, be an explanation.  It is simply a statement of the data.  The choice of vocabulary in which such a statement is made cannot constitute an explanation.  Moreover, it fails to explain the apparent correlation between left-dislocation on the one hand and topicality and contrastiveness on the other.  We do not, for example, find languages where contrastive constituents are moved to sentence-second position, though this is also a syntactically-defined position (cf. Newmeyer 1993:102-3).

A legitimate explanation for the typological facts here must offer an account which provides a principled reason for the association of topic function with initial position--otherwise it is not an explanation, merely a description.  And at least the basis of such an explanation is not far to seek.  It is a well-known and long established fact in psychology that the first in a series--any kind of series, in any modality--has a perceptually privileged position (Gernsbacher and Hargreaves 1988, 1992).  This fact by itself is obviously not an explanation for any syntactic facts, but combined with an adequate understanding of topicality and of sentence construction and interpretation (see e.g. Gernsbacher 1990; we will return to this question in later lectures) it offers the possibility of a truly explanatory account.

For another example, consider the so-called "Unaccusative Hypothesis".  In a significant number of languages the single arguments of monovalent verbs fall into two classes in terms of some morphosyntactic behavior by which some of them act like transitive subjects, others like transitive objects (see Mithun 1991; we will discuss some of these data more fully in a later lecture).  In a fair number of languages, indeed, they are explicitly coded like transitive subjects or objects by surface case marking or indexation in the verb; a well-known example is Lakhota:

III.)
wa-kte
'I kill him'

wa-ñiwa~
'I swim'

IV.)
ma-kte
'he killed me'

ma-t'a
'I die'

These are the data, this is what must be explained.  So what explanation does the Unaccusative "Hypothesis" offer?  Why, that some arguments of intransitives are subjects, and some are "underlyingly" objects:

there are two classes of intransitive verbs, the unaccusative verbs and the unergative verbs, each associated with a different underlying syntactic configuration ... an unergative verb takes a D-Structure subject and no object, whereas an unaccusative verb takes a D-structure object ... and no subject ... Alternatively, in argument structure terms, an unergative verb has an external argument but no direct internal argument, whereas an unaccusative verb has a direct internal argument but no external argument.  (Levin and Rappaport Hovav 1995:2-3, emphasis original)

Clearly this explanation is entirely theory-bound.  In order for it to even make sense, we have to first believe that there simply are subjects and objects.  Then the claim that "there are two classes of intransitive verbs" is not a hypothesis at all, but an empirical fact--it may or may not be true (or have any morphosyntactic repercussions) in English or Chinese, but in Lakhota, Pomo, Guarani, Acehnese, Lhasa Tibetan, Italian, Dutch, etc., it is an inescapable empirical fact that there are indeed two classes of intransitive verb.  Now, "each associated with a different underlying syntactic configuration" is already a theory-bound formulation; it is meaningful only in terms of some interpretation of the phrase "underlying syntactic configuration".  L and R-H give us some possible interpretations of this:  taking a "D-structure subject and no object" vs. "A D-structure object and no subject", or an "external" but no "internal" vs. "internal" but no "external" argument.

But these formulations are meaningless without a framework within which notions like "D-structure subject" and "external argument" are defined.  From a functionalist perspective, notions like these cannot have any explanatory value.  We know that in Lakhota, or Lhasa Tibetan, the subject (I am deliberately not saying "surface subject"--that's the only "subject" there is) of 'jump' or 'swim' is marked like a transitive subject, and that of 'die' like a transitive object.  A functionalist approach requires us to assume as a first hypothesis that this happens for a functional reason--that in some cognitive or communicative respect the subject of 'jump' is more like the subject than like the object of 'kill', and that of 'die' more like the object than like the subject.  All that formulations like L & R-H's tell us is that they are treated syntactically alike, and that is nothing more than we know from the start.  An explanatory account must explain why they should be alike--why is a jumper more like a killer than a killee, why is a dier more like a killee than a killer?  Put otherwise, we need some story about how you get to be an unaccusative or an unergative verb in this world.

Thus stated, part of the answer is obvious.  How is the subject of 'die' like the object of 'kill'?  Well, because they both die, obviously.  And, similarly, how is a jumper like a killer?  Well, they both do something, cause something to happen in the world.  Now, this begins to sound explanatory.  If you want to develop an explanatory theory, this is what needs to be developed.  If you want a formalized system, this is what you need to try and formalize.

Relational Grammar accounts for these patterns in terms of a priori categories, and thus says nothing concrete beyond that the argument of some intransitive verbs is more subject-like, and of others more object-like--in other words, is nothing more than a restatement of the empirical facts--unless we buy the idea that "1", "2", "3", and the associated theory of clause structure are wired into the cortex, or in some other way determined by the structure of the human organism.  But even that is only a preliminary "explanation"--somebody has to come up with a hypothesis as to how (and why) such a thing could have gotten wired in.

Now, the RG account does make one interesting claim/prediction--a universal maximum of 3 terms per clause.  Again, in a sense this "prediction" is merely a restatement of the typological facts, and the "terms" of Tesnière and his Relational successors are simply a generalization over certain data.  But the theory does make an explicit prediction that this typological tendency is universal and exceptionless.  And indeed it seems to be.  So this is a prediction which any alternative account should be eventually able to match.  But still, even with a prediction, there is no explanation here.  The terms are "primes" of the theory, but this is not physics or geometry, and we're not entitled to primes, any more than, say, biologists are.  Before the theory is anything interesting, it owes us some story about where these "primes" come from, and why the magic number 3?

In effect, the "Unaccusative Hypothesis" is nothing but a less explicit statement of the facts.  It accomplishes nothing except to situate the problem within a presupposed theoretical framework.  We are still left with the question, why are some arguments Subjects and some Objects?  We want to know what determines the behavior of the argument or arguments of a particular predicate; all that this "hypothesis" does is to label it.  (Perlmutter and Postal's (1984) radical proposal that the phenomenon might possibly be semantics-driven was shot down the instant it saw print--in fact, 50 pages before it saw print (Rosen 1984)).

1.2.3  Innateness and Autonomytc \l3 "1.2.3  Innateness and Autonomy
The so-called "innateness" question is sometimes presented as a basic division between Generative and Functional approaches to language.  This is, however, a significant misrepresentation.  The real issue is not the vaguely-defined notion of "innateness" of language capacity, but the somewhat (though not yet satisfactorily) more precise issue of the autonomy of syntax.  Much of the dismissive rhetoric from both camps fails to disentangle the issues.  One extreme position associated with Generative linguistics is that there is an autonomous language "module" in the brain, and that most basic facts about language are what they are because they are constrained by the structure of this module.  Since the structure of the brain is obviously part of the genetic endowment of the human species, so are the existence and form of the language module.

Functionalists generally are skeptical of the autonomy hypothesis, which has historically served to short-circuit any attempt to search for functional explanations.  For if language is the way it is because that's what's wired into the brain, then explanations in terms of function are at best otiose, and at worst perverse.  But this represents an egregious violation of parsimony--for if aspects of language can be explained in terms of non-linguistic constructs which are independently needed to explain other aspects of perception and cognition, then there is no reason to hypothesize specifically linguistic structures to account for the same facts.

Obviously, though, these other constructs must ultimately be grounded in the structure of the brain, and thus are in some sense part of the innate endowment of the human species.  The real issue between generativists and functionalists is not whether there are generalizations about language for which adequate explanation may require reference to innate structures, but rather the extent to which an understanding of language requires reference to neural structures genetically dedicated to language.

I will in fact appeal at several points during these lectures to psychological constructs which have every appearance of being in some meaningful and specific sense innate--for example, edge effects in the grammar of topic and focus, or figure-ground organization at the root of case theory.  If, by "Universal Grammar", we are simply (metaphorically?) referring to a set of such psychological principles, then we are all on the same page.  But in general usage Universal Grammar means something different, an innate set of specifically linguistic principles.  There is a vicious circularity at this root of Generative theory, since there is no independent evidence for UG beyond the very data which it is supposed to explain.  For our kind of innateness we can find independent extralinguistic support.

It is entirely possible--indeed, highly probable--that when we thoroughly understand how, for example, Figure-Ground organization structures grammar, it will be clear that our inherited prelinguistic structure has become specially adapted to language.  In other words, it is probable that there are in fact evolutionary developments in the organization of the human brain which represent adaptations specifically to, and for, language.  But there is every reason to believe that these represent small changes in pre-existing cognitive and perceptual structures, and no reason whatever to imagine that any of them, or the sum of all of them, constitute a radically novel, "autonomous" system, or can be usefully thought of as a distinct, coherent "language organ".

Man possesses, as one of his most marked and distinctive characteristics, a faculty or capacity of speech--or, more accurately, various faculties and capacities which lead inevitably to the production of speech:  but the faculties are one thing, and their elaborated products are another and very different one.  So man has a capacity for art, for the invention of instruments, for finding out and applying the resources of mathematics ... but no man is born an artist, an engineer, or a calculist, any more than he is born a speaker.  (Whitney 1897:278-9)

It is self-evident that the ability to learn and use language as humans do is part of the evolutionary inheritance of the species.  But it is far from obvious that this involves dedicated syntax hardware.  To take a simple example:  the tremendous increase in the association cortex in humans (Hebb 1949) is no doubt crucial to our ability to acquire and access the huge, massively interconnected lexicon which is characteristic of human language.  Indeed, quite regardless of the question of whether this adaptation alone is sufficient to explain the human capacity for language (Jerison 1973, Passingham 1982), it is undoubtedly necessary, and its contribution to language must be at least part of the selective advantage which made such an investment in costly cortex adaptive.  But clearly this is not what anyone in the current debate means by "innate language faculty".

Let us stipulate, so as not to get bogged down in pointless argument, that it is clear that there must be aspects of the human nervous system, which are among those which distinguish it from all other known nervous systems, which allow for language.  It is less clear a priori that any of the structures involved constitute adaptations specific to language, i.e. a discrete "language faculty", but again we may stipulate for the sake of argument that there is good reason to believe that the brain of Homo sapiens is as it is in part because of evolutionary adaptations for and to language.  Let us further stipulate two factors which clearly must be present for the development of language, and which must represent part of the human biological endowment:  the urge to communicate (characteristic, to some degree, of any truly social species) and the "symbolic capacity" described by Deacon (1997).

Beyond this, it is clear on general grounds of scientific methodology that without specific evidence we must be cautious about how much structure we want to attribute to specifically linguistic neural adaptations.  In practice, this means that whatever we can explain without invoking otherwise unmotivated linguistic structure should be so explained, and that our "language faculty", "LAD", "Universal Grammar", or however we wish to think of it, should be invoked only to explain patterns which cannot be explained using more general, independently motivated principles.  If we assume the hypothesis of innate, dedicated Universal Grammar, this necessarily implies that we are hypothesizing complex neural structures.  By the standard economy argument which is the basis of all science, simpler is better:  the less structure we have to hypothesize here, the better a theory we've got.  And, of course, the less that the theory of Universal Grammar has to account for, the simpler it can be.

In the Chomskyan tradition, the goal of linguistics is an abstract formal theory of Universal Grammar.  Therefore, the less that the theory has to explain, the better.  This line of reasoning leads inexorably to a research strategy in which we attempt to provide explanations for as much as possible in terms of already established psychological or neurological constructs, trying to identify the irreducible residue that might plausibly reflect hard wired structures.  And this necessarily leads to a research strategy which is, essentially, Functionalism.  If you start from the assumption that nothing about language is innate, if you're wrong, you'll eventually have to face the fact.  As linguists, we are ultimately responsible for explaining everything, and if you're left with an irreducible residue, then you know you have to start thinking that some aspects of the subject matter might just be given. But starting with an old‑fashioned Generative innatist hypothesis, if you're wrong you'll never discover it‑‑your theory would be falsified only if it could be proven that something you assume is innate is actually explainable in other terms, but if you assume that there are no other explanations for your data, you won't look for them, and that is a good way not to find them.

1.2.4  The Typological Approachtc \l3 "1.2.4  The Typological Approach
In the early days of the Functionalist movement, attention to typology was one of the defining methodological differences between Generative and Functionalist research.  Orthodox opinion of the time regarded typical typological facts as too superficial to be of any interest; only detailed investigation of the facts of a specific language could cast any light on the depths of linguistic theory.  It is certainly true that deep understanding requires deep analysis, and this must always start with a thorough understanding of the facts of a particular language.  What typology does for us is to help sort out what kinds of data require functional explanation.  Isolated arbitrary facts of a particular language may have many different sorts of explanation, including unique and unrecoverable historical developments.  But patterns of structure, and of structure-function correlation, that repeat themselves throughout the world, must be motivated.  (Typological awareness could have done the equivalent task, at any point in time, for Generative Grammar, of sorting out what kinds of data need to be accounted for at the theoretical level--but Generativists, in general, have tended to want to fold as much structure as possible into theory).

Constructions can be classified and compared across languages structurally and functionally.  For example, we can look at recurrent structural properties across languages of, say, reduplication--prefixal, suffixal, infixal, full, partial, affecting verbs, nouns, etc.  This is, for the most part, the research program of formalist syntax.  And we can look at recurrent functional properties of reduplication:  plural, distributive, imperfective, persistive, etc.   Or we can start from function, and look cross-linguistically at the various expressions of imperfectivity, of which reduplication would be one of several.

Of course it is logically possible that there could be no principled relation between structure and function--that we could expect to find equal numbers of languages where reduplication of a verb stem codes imperfectivity or perfectivity, of a noun stem equally likely to code plural or singular.  (If you think this example some kind of self-evident reductio ad absurdum, can you explain why?)  Or, for another example, we might expect to find, among languages with structurally equivalent noun-incorporation constructions, that in some the incorporated form codes partitivity of the object, in others definiteness, while in others still it might be the unmarked transitive construction, with the unincorporated "normal" construction coding some pragmatically marked function.  A basic task of typological exploration has been to determine whether this is the case.  And it clearly is not--we find recurrent structure-function pairings across languages.  Reduplication has a number of possible functions associated with it in different languages, but marking the singular category of nouns is not one of them, while marking plural a common one.  On the other hand, it is imaginable that we might find perfect correlation, i.e. that a given semantic or pragmatic function is always expressed by the same structural means in every language.  But this is notoriously not the case, otherwise there would be no grounds for argument.

But we DO find that, cross-linguistically, certain structures tend to be used for certain functions, and certain functions to be coded by certain structures.  This inescapably implies that syntax cannot be "autonomous" with respect to function.  Further, typological investigation shows a principled relation between structure and function, most easily seen in the process of grammaticalization.

1.3
The Form of a Functional Grammartc \l2 "1.3
The Form of a Functional Grammar
Functional and Generative theory differ on the very conception of the object of study.  For Bloomfield (1926/1957) and his successors, a language is "the totality of utterances that can be made in a speech-community" (Bloomfield 1927/1957:26) or "a set (finite or infinite) of sentences, each finite in length and constructed out of a finite set of elements" (Chomsky 1957:13).
  This is not the ordinary language meaning of language, of course; when we speak of "knowing" a language, we mean knowing how to produce appropriate utterances (not necessarily "sentences") at will.  In Generative terms, this knowledge would consist of the grammar, with the "appropriateness" handled by a set of interfaces between the grammar and some undetermined set of extralinguistic cognitive modules.

For Functionalists, a language is a set of constructions, from morphemes to discourse structures.  A construction is a pairing of form and function (Langacker 1987, Goldberg 1995).  (Construction Grammar is an attempt to formalize one conception of a Functionalist grammar).  These constructions are the tools which speakers use to organize and communicate mental representations, and, as with any tool, their form can only be understood in relation to their function.  But, like any artifact, their form is not completely determined by their function.  Any tool is the product of a particular culture, and reflects the design history, esthetics, and the particular technological needs and wants of the culture and the individual maker.

Most of the major and many minor constructions in a language are in substantial part functionally (i.e. semantic/pragmatically) motivated.  But note that function has to work with what is there--new tools can only be fashioned out of the materials at hand, which are the product of thousands of generations of language creation and adaptation.  A common misunderstanding (or parody) of the concept of functional explanation arises when it is interpreted against a background of Generative theory, which is conceived of in terms of a pre-determined set of syntactic elements.  If we begin with the assumption that there is a fixed, universal set of functions, and a fixed, universal set of possible structural patterns, then the idea that form follows function implies a theory in which there is an appropriate structure for each predefined function.  In that case, of course, all languages would be pretty much alike.  But there is no predefined set of functions--there are functions which are relevant to all human communities, but it is their universal relevance which makes them universally linguistic, not some imaginary neural representation of them.  And there is no predefined set of structures--again, there are recurrent patterns, found in languages around the world, but they are recurrent because they are effective designs for carrying out recurrent tasks--the fact (to the extent that it is a fact, which we will discuss later) that every language has something that can be called a subject is a fact of the same kind as the fact that every culture has something that could be called a hammer, or some kind of technological fix for starting fires.

Constructions include all individual morphemes and words, and categories like noun, subject, NP, modal, antipassive, etc., to the extent that they can be structurally justified in a particular language.  Functionalists differ on how many and which of the multitudinous attested categories of languages they are willing to simply assume the existence and universality of--noun and verb are pretty popular; subject has its adherents (Givón 1984, 1997) and detractors (Dryer 1997, Chafe and Mithun 1999).  NP gets a pretty free ride, but is not an article of faith for anyone; VP is problematic (Givón 1995).  In general, though, Functionalists do not subscribe to any doctrine of universal structure; recurrent structures reflect functional rather than structural universals.

Language is a learned system, a system of learned categories (NP, sentence, etc.)  This is hardly controversial.  We therefore expect the category structure of this system to follow general principles of knowledge representation--e.g. to manifest prototype effects, if this is in fact how cognitive categories behave.  This is extremely controversial, but has to be taken as the null hypothesis--even if linguistic knowledge is actually represented in a different cognitive "module", why would we expect the nature of the representation and of our access to it to be fundamentally different in kind from what goes on in the rest of cognition?

1.4
Functional Explanation:  Motivation, Routinization, and Diachronytc \l2 "1.4
Functional Explanation:  Motivation, Routinization, and Diachrony
A popular caricature of functionalism depicts it as asserting that a clear synchronic semantic or pragmatic motivation can be found for every fact of every language.  But no such claim belongs as part of Functionalist theory.  Quite the contrary--functionalists, much more than generativists, are at home and comfortable with arbitrariness in grammar, because we can actually explain it.  Since the earliest days of the functionalist movement it has been standard practice to invoke diachronic explanations for certain kinds of linguistic fact (see e.g. Greenberg 1969, 1979, Givón 1971, 1975, 1976, and especially 1979, Li and Thompson 1974, 1977, etc.)  The conspicuous inability of most formal linguists to understand this aspect of functionalism stems from an unwavering, and often unthinking, conviction of the reality and broad relevance of the "learnability" problem.

Historical linguistics has traditionally worked on the intuitively obvious assumption that morphology always starts out regular and transparent.  Irregularity and opacity arise as sound change obscures old conditioning environments, erasing the motivation for alternations which once upon a time made sense, but over time become unpredictable.  (Essentially the same idea is recognized (synchronically) in the Generative distinction between core and peripheral grammar, which is to say, between the syntactic facts that can be easily motivated in terms of the theory and those which can't, and therefore don't need to be).

This is exactly our approach to explaining syntax.  In any language, or in any set of typological data, some syntactic facts are clearly functionally motivated--for example, surface case marking in a typical Agent-Patient marking language.  Others lack an evident functional motivation--for example, Greenberg-type cross-categorial ordering correlations.  Formal theory in general makes no serious distinction between these two types of syntactic fact, since it does not recognize function as an explanatory factor.  To functionalists, obviously, both types, and the differences between them, are of fundamental theoretical importance.  In a commonplace parody of functionalism (see e.g. Newmeyer 1983), functionalists are assumed to claim that every syntactic fact must have a functional motivation.  But there are well-known empirical problems with such a claim, and we don't need to take it seriously, even as a straw man.

1.4.1  Motivationtc \l3 "1.4.1  Motivation
The simplest and most fundamental motivation is simple reference.  That is, the reason why an English speaker wanting to communicate something about a dog--even something so simple as the presence of one--might say dog, is because that's what the word means--its function, simply put, is to refer to the concept 'dog'.  While this example is simple, it is not trivial; it is the starting point for the whole concept of motivation as it is used in Functional linguistics.

The next step is the idea of motivated association.  If someone wants to talk about a dog barking, among other things, they will tend to put the word referring to the dog and the word referring to bark together.  This can be thought of as a guide to the hearer to try and construct a mental representation in which these two concepts occur together, but its fundamental motivation is probably the fact that the two concepts occur as part of a single representation in the speaker's mind, and the connection is automatically reflected in the arrangement of words as the speaker expresses the thought.  This tendency--"Behagel's Law", as it is sometimes labelled--is the basis of constituency.  If I am trying to get my addressee to conceptualize a big black dog, I will keep the words for 'big', 'black', and 'dog' together, representing their conceptual contiguity.  (This much of a notion of constituency is neatly captured in a simple dependency representation with a prohibition against lines crossing).  Note that there is nothing peculiarly syntactic about this tendency.  I someone is telling a story, or describing something, the narrative or description will group related elements together--people who are unable or don't bother to do this are regarded as incompetent, or even incoherent, narrators or describers.  For that matter, a painter painting a representational scene will represent things in the continguity relations in which they actually occur--or else will change them in order to represent the scene differently than he sees it.  At a fundamental conceptual level, putting the elements of a noun phrase in syntactic contiguity is exactly the same thing.

Other examples of motivation require that we postulate some motivations or cognitive structures on the part of speakers.  Since Bloomfield, distributionalist theoreticians have found this a dangerous practice, smacking of circularity.  After all, how do we know that speakers have mental representations which include "topics", except for the structural facts which force us to recognize topic as a linguistic category?  And can we then use this construct to "explain" the very facts which motivated us to recognize it?  (Cf. Tomlin 1997)

Some Functionalist researchers have made considerable efforts to break out of this apparent circularity, by, for example, developing syntax-independent ways of measuring (Givón 1983) or manipulating (Tomlin 1997) topicality.  But for the most part the circularity is more apparent than real.  In many cases, as we will see, the syntactic evidence points to a motivation for which there is ample psychological or, for that matter, common-sense justification.

The basic function of language is to encode a schematic representation of a mental representation.  (Despite the rather bizarre demurrals which occasionally pop out from the Generative camp, the basic function of such encoding is self-evidently to communicate a representation to other people--but there is no need to pursue that argument at the moment).  The content of a mental representation of a scene/event includes a representation of the scene, presented from a particular perspective, with a particular hierarchy of foci of attention.  Representation and attention represent mechanisms of perception well-studied by psychologists.  Perspective, and the domain of deixis, represent a sort of categorial problem child, being neither entirely perceptual nor cognitive nor social, and to my knowledge has received less systematic attention from psychologists (but see e.g. Bühler 1934, Osgood 1980, von Glaserfeld, Rommetweit, inter alia).  Neither has it been a topic of great interest in late 20th century linguistics, perhaps being regarded as a pragmatic phenomenon of marginal relevance to "core syntax".  But it is of far more than marginal relevance--as we will see, such phenomena as inverse systems and split ergative marking are fundamentally deictic in nature (DeLancey 1981a).  In any case, perspective and point of view are undeniably a basic part of our everyday phenomenological experience, and hardly need extensive justification as functional motivations.  The basic structures of attention and representation are built into the perceptual and cognitive system--so why should we not expect these structures to inform syntax, which is after all a system (or, set of strategies) for encoding representation and attention?

A discourse--which may be only a single utterance--involves one or more (but typically two or more) interlocutors and takes place at an actual place and time.  It may also have a narrative deictic center distinct from the (which may change in the course of an extended narrative) and a location in space and time in an established shared fictive universe (i.e one presented in terms of the network of culturally-defined models indexed by the language of the discourse)--by default the present shared world of the interlocutors.  Utterances and sentences in the discourse are anchored to the speech situation by tense marking, 1st and 2nd person (Speech Act Participants, or SAPs) pronouns and other grammatical reflections of their deictic centrality (e.g. inverse and split ergative clause structure (DeLancey 1981a, we will discuss some of these data in Lecture 6; for more exotic examples see DeLancey 1992a)
, lexically deictic 'go'/'come' verbs or grammatical devices for specifying deictic orientation of motion.  Inverse marking and motional deixis may also be used to anchor a sentence to a narrative deictic center and to a fictional universe--i.e. anything other than the culturally sanctioned public interpretation of the shared present.  (A "true" account of a past event takes place in a fictional universe by this definition).

So a discourse "takes place" in a mental space constructed cooperatively by the interlocutors.  This space has the essential structure of actual space-time, as perceived by a particular viewpoint character.  Within this defined space, a clause represents a single event or described state.  A finite clause presents an event or state, organized like a percept, that is, presented from a specific point of view, with attention focussed on a particular element in the scene, which is thus organized into Figure and Ground, like any other percept--indeed, a sentence has the same kind of nested Figure-Ground structure as a percept.  I intend to show in these lectures that, given a such few psychological constructs--figure/ground, motion, point-of-view, focus of attention, elementary causation à la Michotte--I can give you a lot of syntax.  Yes, there is innate structure, but it is pretty basic, and none of it fundamentally linguistic.

1.4.2  Routinizationtc \l3 "1.4.2  Routinization
Routinization is the genesis of grammar.  In the third lecture we will discuss at much greater length the theory of grammaticalization, which is the diachronic study of the routinization process and its effects.  The basic principle is a simple one, again familiar from many areas of human activity.  An organism faced with carrying out an unfamiliar task must expend significant amounts of cognitive capacity on it, and will not necessarily hit upon the most efficient and streamlined way of carrying it out.  But a task which has to be carried out frequently eventually becomes routinized--it requires little thought, because anything that needs to be figured out about how to do it has been figured out long ago.  If the task is one which must be regularly carried out by many or all people in a particular community, over time the community will develop a set, streamlined way, or a specially designed tool, for doing it.  The set strategy, or the use of the special tool, will then be learned as part of the culture of the community, so that succeeding generations don't have to invent new strategies for dealing with a problem which their ancestors already solved.

Let us return to our imaginary primordial language scene, and imagine a language builder, with a substantial vocabulary of nouns and verbs (where those come from we will talk about in the next lecture) but no syntax.  She observes someone someone picking up a stick.  For reasons we have already discussed, a language builder wishing to communicate this representation will say the words for 'pick up' and 'stick'.  If the stick-picker is not already a focus of attention of both speaker and hearer, she may also produce a word referring to him (most likely a name), but for now let's just think about "inner" arguments (a topic which we will return to, in a very different guise, in Lecture 4).

Now let us imagine a more complicated event--someone picks up a stick and uses it to pry the bark off a fallen log.
  The most obvious way of expressing this will be to separately describe the two events:  pickup stick and pry bark.  We have already explained why pickup and stick go together, and likewise pry and bark.  Though our primordial language builders may not have hit on word order yet, they will still have this much constituency: this clustering is self-evidently far more natural than any other possibility, e.g. pry stick bark pickup.  

Now, a fundamental biological fact about human beings is that we are tool users--we use things, like sticks, to accomplish tasks, like prying up bark.  Therefore event clusters like this, in which someone takes a potential instrument in hand and uses it to carry out a task, will be very common in the experience of any human being.  If this constellation of subevents is something which speakers often have reason to want to represent linguistically, then over time the construction pickup N will become routinized as the linguistic device for expressing this category of experience.  In our primordial scenario there's still no other grammar, except for our nascent instrumental construction, so I cannot salt the example with evidence of grammaticalization.  But in actual languages, we know that there is a set of structural changes which typically accompany this kind of routinization--as a verbal construction becomes routinized in this kind of function, it tends to lose its typically verbal behaviors (e.g. agreement, tense/aspect marking and other specifically verbal morphology), turning into a more streamlined tool, more precisely designed for its specific purpose.

Thus routinization is usually itself motivated--it represents the linguistic instantiation of a behavior universal to humans, and indeed to higher vertebrates.  But some routinization may be more arbitrary than that.  In our primordial scenario, word order has not yet been discovered--the words 'pick up' and 'stick' can presumably occur in either of the possible orders.  (When we come to the study of topicality we will see possible motivations which might affect this choice, but for our present thought experiment let us leave it as arbitrary).  But human beings are creatures of habit and of fashion, and cultures often settle on arbitrary, formulaic ways of performing common tasks.  If, in our community of language-builders, it has become the custom to present propositions such as we are imagining with the argument first, or with the verb first, then they have invented basic word order, by arbitrarily routinizing the choice of order.  As we will see, this can have far-reaching effects on the future development of the language.  Let us suppose that in this community the fashion is verb first.  As pickup becomes routinized in its instrumental function, it will, over time, develop into the functional equivalent of an adposition.  (It cannot develop into a true, structurally-diagnosable adposition until we have some more syntax).  More specifically, it will develop into a preposition, because its position preceding its argument is already fixed.  In many languages, subordinating conjunctions develop from adpositional constructions, so that if this particular language has developed prepositions, we can predict that it is likely, further down the road, to develop clause-initial subordinators.  The opposite choice of argument-verb order, in contrast, would give us postpositions and clause-final subordinators.

1.4.3  The Origins of Opacitytc \l3 "1.4.3  The Origins of Opacity
Just as in phonology, diachronic processes frequently obscure the original motivation for a construction.  Consider a simple example.  English has a productive construction of the form V (NP) PP, in which the PP represents its NP as the cause of the state or event, as faint from exhaustion, be laid up with pneumonia, or crack under pressure.  In most instances of this type we can identify a semantic motivation for the choice of preposition.  Undoubtedly the commonest preposition in this function is from, and it is no coincidence that this is also the most semantically transparent.  The use of ablative forms to indicate a causal relationship is crosslinguistically widespread
 (Anderson 1971, Diehl 1975, DeLancey 1981), and well-attested in both adult and child English (DeLancey 1984, Clark and Carpenter 1989).  Under occurs with a set of nouns literally or metaphorically associated with the idea of weight bearing on something (weight, pressure, strain, etc.).  The simplest concrete physical instance of such a configuration involves a heavy mass on top of something else, which then bears the strain of the weight or, as the case may be, fails to bear it.  This is the concrete basis for metaphorical construals like He broke under interrogation.  Thus under, like from, has a synchronic semantic motivation in this construction.

There is, however, one prepositional use of this kind which is completely opaque.  We find of used with causal force in the fixed lexical expressions sick and/or tired of, and with die (die of cancer/hunger/embarrassment/a broken heart, etc.)  This usage lacks synchronic motivation; there is nothing in the productive use of of in modern English which predicts or explains it.  However, the documentary history of English provides ample evidence for earlier productive uses of of with explicit causal force.  It occurs in something very like its modern use with die with a much wider range of predicates (all examples from the Oxford English Dictionary):

V.)
Ionas was exceadinge glad of the wylde vyne.  (1535)

It also occurred productively marking the agents of passive sentences:

VI.)
That the juice that the ground requires be not sucked out of the sunne.  (1577)

VII.)
The relatiue is not always gouerned of the verbe that he commeth before.  (1590)

VIII.)
Being warned of God in a dream ... (1611)

Both of these are well-attested synchronic uses of from, but this sense of of is no longer a productive part of the language.  Nevertheless, as we see, it persists in a handful of contemporary constructions.

Thus the explanation for why we use of in die of cancer is of a different kind from the explanation for the use of from in 

exhausted from overwork.  The use of from in this construction is motivated, it makes semantic sense.  The use of of in the same function is not synchronically motivated; it does not make semantic sense.  However, when that construction first developed, the semantics of of were different, and its use in this sense was semantically motivated, in exactly the same way that the contemporary use of from is.  Thus we have a case where diachronic change has erased the original motivation for a particular aspect of a construction.


Lecture 2: Lexical Categoriestc \l1 "Lecture 2: Lexical Categories
All grammars leak.  Functionalist grammars leak like sieves.
A basic empirical fact about language is that morphemes can be sorted into categories according to their syntactic behavior:

It is taken to be a truism, an "absolute universal" in Greenberg's sense of a "design feature of language" in Hockett's sense, that all natural language utterances are made up of distinct units that are "meaningful" and that all natural language systems divide those units into a series of two or more classes or SYNTACTIC CATEGORIES.  In fact, it would be safe to say that the nature of syntactic categories is at the very heart of grammar.  (Croft 1991:36)

The words child and write can each occur in a range of positions in an English sentence.  There are many thousands of words with essentially the same privileges of occurrence as child, and many thousands with essentially the same potential distribution as write.  But there is very little overlap between the range of child and that of write.

This suggests a neat and simple model of syntactic structure consisting of a defined set of lexical categories and a set of rules which define the range of occurrence of each of them, that is, a phrase-structure grammar.  The construction of such a grammar would, in principle, be a simple matter of identifying the lexical categories by their syntactic behavior, and writing a set of formulas which generate these combinatorial patterns.  But what seems so simple in principle turns out to be impossible for any actual language--and the reasons for this impossibility are of fundamental importance to our understanding of language.

2.1  Defining categoriestc \l2 "2.1  Defining categories
There are three kinds of definition which are given for lexical categories like noun and verb (cf. Croft 1991, Payne 1999:142-3).  American (and European) structuralists relied entirely on structural definitions, i.e. the definition of a category is the set of behaviors shared by the members of the category (Payne's Type 1):

32.Def.  The positions in which a form occurs are its functions.

Thus the word John and the phrase the man have the functions of 'actor', 'goal', 'predicate noun', 'goal of preposition', and so on.

33. Def.  All forms having the same functions constitute a form-class.

...

37. Def.  A form-class of words is a word-class.

(Bloomfield 1926/1957:29)

Generative theory offers another category of "explanation", the a priori explanation (Payne's Type 2):

The question of substantive representation in the case of grammatical formatives and the category symbols is, in effect, the traditional question of universal grammar.  I shall assume that these elements too are selected from a fixed universal vocabulary, although this assumption will actually have no significant effect on any of the descriptive material to be presented.  (Chomsky 1965:65-6, emphasis added)

That is, the categories are simply stipulated by the theory; the linguist's task includes identifying them, but there is no need to define them.  In current Generative theory categories are defined in terms of syntactic "distinctive features", e.g. N, V; while in theory these may be taken as simply stipulated by Universal Grammar, in practice they are identified by syntactic behaviors, even if these behaviors may be regarded as "tests" for the presence of an a priori category rather than defining qualities of an inductive one.

Radically different in form and spirit are definitions in terms of the function of a category (Payne's Type 3), like the traditional "person, place or thing," or the definition of noun and verb in terms of "time stability" (Givón 1984), actual (Croft 1991) or potential referentiality (Hopper and Thompson 1984), or different types of hypothesized conceptual representations (Langacker 1987).  For generations breath and ink have been expended arguing about which of these two is the "right" kind of definition (which particular definition is the best is, of course, a separate question):

Some grammarians, feeling the failure of such [functional] definitions as those just given have been led to despair of solving the difficulty by the method of examining the meaning of words belonging to the various classes:  and therefore maintain that the only criterion should be the form of words. (Jespersen 1924:60)

In fact, most of us regularly spend time trying to convince our beginning linguistics students of the superiority of structural definitions over the traditional functional one.  But there is no logically necessary conflict between the two types of definition, which do very different kinds of work.

Structural definitions are diagnostic--they allow us to identify a noun, verb, etc., when we see one.  And the most persistent and important argument raised against the legitimacy of functional definitions is that, without exception, they are spectacularly unable to do this in any non-circular way--the only evidence for a claim that 'fire' is a thing, and 'burn' an event, is that fire is a noun, and burn a verb.  What functional definitions are is explanatory--once we discover, through structural analysis, that a language has--or that many or even all languages have--a particular category, a functional definition of the category is an attempt to provide an account of why languages might have it.  And, just as the fatal weakness of functional definitions is that they are not operationalizable, so the traditional and inescapable criticism of purely structural definitions is precisely that they are not capable of providing such an explanation.

But surely we need to be able both to identify categories and to explain their existence.  If all nouns have a certain set of behaviors in common, we can hardly claim to have an explanatory linguistic theory without an account of why those particular behaviors cluster together.  Of course structural analysis must come first--there's no point in trying to explain the facts before we know what they are--but just as obviously it is only the first step in constructing an explanatory theory of lexical categories.  This is not an issue for those theoreticians who explicitly eschew explanation of the sort that we are interested in.

2.1.1  Structural categoriestc \l3 "2.1.1  Structural categories
If linguistic categories are anything, they are at least categories.  That is, they are characterizable in terms of linguistic properties common to their members.  Any linguistic form, from morpheme up, has an internal structure, and a set of possible higher-order structures in which it can occur.  A linguistic category is defined by those structural and combinatorial properties which its members share.  Thus any morphological or syntactic construction or process constitutes a feature which is part of the definition of each of the categories to which it refers.  Let us refer to shared characteristics as syntactic properties of the category which shares them.  Thus grammatical number, possessive inflection, and eligibility for subject, object, or prepositional argument status are among the syntactic properties of nouns in English.  A major methodological innovation of Generative Grammar has been the development of more sophisticated methods of syntactic analysis which permit more, and more subtle, generalizations to be discovered.

If we approach the problem inductively, any generalization about a language which refers to some subset of the morphemes or words of the language thereby defines a class of morphemes or words.  Just as in phonology, our expectation will be that each such class is a natural class, i.e. can be characterized by some motivated syntactic property independently of the particular generalization which defines it (cf. Jackendoff 1977:31).  If in some language we can define a particular category by the fact that its members, and no other words, inflect for tense, we assume that there is something about the members of that category, which distinguishes them from all other words, which makes them an appropriate locus for tense marking.  And just as in phonology, where we find rules which define to non-natural classes, it is a result of diachronic processes which have obscured the motivation for what was once a natural generalization.  Just as in phonology, the most natural classes are those defined by the largest number of and/or the most basic (however that may be determined) generalizations.

But it is quickly evident that syntactic properties must be hierarchicized somehow--that some characterize more basic categories than others.  So, we speak of categories and subcategories.  For example, all true nouns in English share certain fundamental behaviors, in particular, the ability to head a NP.  But within that category, mass and count nouns are distinguished as subcategories by the set of possible determiners occurring with the noun when not inflected for plural:  the/a/some child, the/some/*a mud.  Relator nouns like top, back, front, place, behalf, are similarly distinguished by lacking morphological noun properties--in particular, they do not inflect: 

1)
on Suzie and Fred's behalf/behalves

2)
on behalf/*behalves of Suzie and Fred

But more significantly, they are distinguished by the fact that they can head only a very specific NP structure, with an obligatory modifying PP and no other dependents.  Thus they do not occur with other NP components, except for their characteristic dependent PP:  

3)
I will be there in her rather difficult place.

4)
*I will be there in rather difficult place of her.

Among the external combinatorial properties which characterize a category, we can distinguish between mention in "basic" and derived constructions, essentially equivalent to old-fashioned kernel and transformed sentences.  For example, Preposition in English has two syntactic properties common to all its members:  occurrence directly before a NP, and occurrence in sentence-final position--but the latter is possible only in the derived preposition-stranding topicalization construction.   English Auxiliary, on the other hand, is defined solely by the latter kind of property:  Auxiliaries are those words which participate in a specified way in negative and question constructions.  Other than this they have nothing whatever in common.  Have and be conjugate irregularly, the modals not at all.  The modals take bare-infinitive complements, like make, let, come and go.  Progressive be, like like, etc.  takes an -ing-complement, while have and passive be take a past participle.

2.2  Nouns and Verbstc \l2 "2.2  Nouns and Verbs
Nouns and verbs are regularly cited as the universal word classes by authors of every era and most persuasions, even the most resolutely empiricist:

A major form-class distinction reminiscent of "noun" versus "verb" is universal, though not always at the same size-level.  (Hockett 1963:23)

(Cf. Sapir 1921:126, Vendryes 1925:117, and many of the authors discussed below, inter alia; for some of the older and more recent history of these concepts see Robins 1952, Hopper and Thompson 1984, Croft 1991).  The only significant doubts about the universality of these categories has arisen in connection with the analysis of certain languages from the Northwest of North America.  As will turn out to be the case many times in our this course, this controversy turns out to be an issue of theoretical preconceptions rather than of substantive fact.

2.2.1  Nouns and Verbs as Universal Categoriestc \l3 "2.2.1  Nouns and Verbs as Universal Categories
The question of the universality of Verb and Noun, like similar issues which will come up later, is in part a matter of how we define the categories.  In a very basic sense, the universality of Noun and Verb follows directly from the universality of predicate-argument structure.  In every language there are constructions consisting of, at least, a predicate and one or more arguments.  Predicates and arguments have different morphosyntactic behaviors.  These behaviors are, then, diagnostics for Verb- and Noun-hood.  Thus if predicate and argument are universal functions, then Verb and Noun are universal categories.

This line of argument is an old one, though earlier generations made more of the difference between predicate nominals and other predicates as the fundamental and universal diagnostic:

The distinction between verb and noun, which is not always apparent in an English or Chinese word standing alone, is revealed as soon as the word is placed in a sentence; it is not a question of form but of use.  In other words, we must go back to the formation of the verbal image, where the elements of the parts of speech are combined, in order to justify the distinction between verb and noun.  Although there are languages where the noun and verb have no distinct forms, all languages are at one in distinguishing the substantive from the verbal sentence.  (Vendryes 1925:120)

So there is no serious issue of the universality of noun and verb functions.  But in most languages of the world, there are certain stems that can only be nouns, and others that can only be verbs.  In some languages, like English, there are many stems which can serve both functions, while in others there may be few or none.  But even in English, which in cross-linguistic context is quite promiscuous in this respect, there are limitless numbers of purely nominal (child, realty, lizard, prairie, measles) and purely verbal (write, ask, engage, agree, pray) stems.  So the universals question, properly asked, is whether a grammatical distinction between noun and verb words is universal.

In purely structural terms, the only meaningful interpretation of this question is, do all languages have separate noun and verb lexicons, or are there languages which have only an undifferentiated lexicon of lexical stems which can serve either function at need?  We can avoid the question of whether, in a language which has no grammatical distinction, there will not still be stems which, because of their meaning, are more likely to be used as arguments, and others which are more likely to occur as predicates.  And we can thus defer the issue of the relevance of such statistical facts to syntactic theory--but it will be back soon.

The universality of a lexical distinction between noun and verb has been challenged, on the basis of data from languages of the Northwest Coast of North America--most famously Nootkan--where stems do not appear to be intrinsically specified as Verb or Noun (see Jacobsen 1979 for a history of the issue).  Any stem can be inflected as, and have the syntactic function of, either category (exx. from Sapir and Swadesh 1939, cited from Jacobsen 1979:87):

5)
waa:k-ma qu:?as
'a man goes'

go-INDIC  man

6)
qu:?as-ma


'he is a man'

man-INDIC

7)
?i:EQ \O(h,.)-ma:


'he is large'

large-INDIC

8)
waa:k-ma ?i:EQ \O(h,.)

'a large one goes'

go-INDIC  large

Here we see the stem qu:?as 'man', which we would expect to be a noun stem, occurring as such in ex. (5), but inflected with the verbal indicative suffix -ma and used as a predicate in (6).  And, conversely, ?i:EQ \O(h,.) 'large', which we would expect to be a predicate, occurs as an inflected verb in (7), but as an uninflected noun stem in (8).

As has often been pointed out (at least since Robins 1952; see Jacobsen 1979 for further citations and discussion), it remains the case in Nootkan and other Wakashan languages, as well as in other Northwest languages with similar grammars, that any word in use can be easily identified as to its category (cf. Hockett 1963:4).  A Wakashan stem either is inflected as a verb, or it isn't.  Jacobsen (1979) shows, quite unsurprisingly, that nouns and verbs--i.e. actual words--in Nootkan are equally distinguishable by their syntactic behaviors.  In this respect, Nootkan is no more a counterexample to the universality of Verb and Noun than is the productive process of zero derivation in English:

It is, however, very important to remark that even if round and love and a great many other English words belong to more than one word-class, this is true of the isolated form only:  in each separate case in which the word is used in actual speech it belongs definitely to one class and to no other.  (Jespersen 1924:62)

But this is no more than where we began--Verb and Noun functions, i.e. predicate and argument, are universal.

But Jacobsen also elegantly demonstrates that a more sophisticated syntactic analysis does show actual morphosyntactic differences between a set of stems which function as arguments with no morphological marking, and stems which require nominalizing or other derivational morphology in order to be arguments.  In other words, there is a set of lexical stems in Nootkan which naturally occur as arguments of predicates, and another set which are formally marked in that function.  That is to say, a set of nouns and a set of verbs.

Thus, the widespread belief in the universality of noun and verb as lexical categories holds up empirically--as far as we know, there actually are syntactically distinguishable lexical categories of noun and verb in every human language.  If we are not willing to accept this fact as some how simply "stipulated" by a "theory" (which actually says nothing more than the original proposition, i.e. that nouns and verbs are universal), then we need to consider the question of why particular categories are such a fundamental part of language.

2.2.2  What are Nouns and Verbs?tc \l3 "2.2.2  What are Nouns and Verbs?
The most obvious, and popular, explanation for the universality of a noun/verb distinction is that the two lexical categories label cognitively distinct types of concept.  For example, Givón (1979, 1984) motivates the existence of Nouns, Verbs, and, where they occur, Adjectives, in terms of a scale of "time-stability":

Experiences--or phenomenological clusters--which stay relatively stable over time, i.e. those which over repeated scans appear to be roughly "the same", tend to be lexicalized in human language as nouns.  The most prototypical nouns are those denoting concrete, physical, compact entities made out of durable, solid matter, such as 'rock', 'tree', 'dog', 'person' etc. ...

At the other extreme of the lexical-phenomenological scale, one finds experiential clusters denoting rapid changes in the state of the universe.  These are prototypically events or actions, and languages tend to lexicalize them as verbs.  (Givón 1984:51-2, emphasis original)

Some syntactic properties of the word classes fall out from Givón's account--why verbs but not nouns can have tense, for example.  And it allows an intuitively satisfying interpretation of many examples of category shift.  Consider, for example, the nominal and verbal uses of the English stem mother.  In our construal of the world, once a mother, always a mother, so that while the state of motherhood has an onset, it has no end.
  So, by Givón's account the word which refers to such an individual should be a noun, and it is.  Mothering, on the other hand, is an activity which some individuals (not all or only actual mothers) engage in from time to time, but, by the very nature of human existence, it cannot be continuous or "time-stable"--you simply cannot be mothering someone while you are sleeping, for example.

But the time-stability analysis does not seem to be up to the task of explaining everything which there is to explain about nounhood and verbhood.  Most conspicuously, it does not offer a ready explanation for the most fundamental, defining behavior of verbs and nouns--their function as predicates and arguments.  Moreover, if this is the only motivation for the existence of nouns and verbs, it would seem to predict considerably more gradience between categories than we actually see.  In fact the division is usually quite sharp:  nouns with ephemeral referents, like spark or fit, are not in any respect more verb-like in their behavioral properties than other, more "time-stable" nouns, nor are verbs like endure (or adjectives like eternal) characterized by any noun-like properties (cf. Newmeyer 2000).  When, as is quite common, we find syntactic gradience in the membership of either category, it is between one or the other and some derivative category such as adjective or adposition; I will discuss examples of this sort in the next lecture.  And, finally, as easy as it is to find examples like mother where the difference between the noun and verb uses nicely exemplifies the time-stability concept, it is not in the least difficult to find examples which don't--the verb and noun love, for example, don't seem to me to show any difference in time stability.

Langacker (1987a, b) grounds the noun/verb distinction in a conceptual distinction between THINGS and RELATIONS.  This formulation is instantly compatible with the argument/predicate distinction, and indeed sounds as though it could be directly based on it.  But Langacker intends these categories to have direct conceptual content.  THINGhood is easily identified in "the conceptualization of a physical object involv[ing] some reference to the continuous spatial extension of its material substance" (1987a:63).  The cognitive scanning process which identifies such continuous spatial extension can also be applied to more abstract domains, so that the concept of nounhood is fundamentally based on the structure of actual perception.

There is ample psychological evidence that human cognition distinguishes between object representations and event representations at every level, from perception to memory.  One of the major contributions of Gestalt psychology has been the understanding that recognizing objects is a fundamental characteristic of perception, rather than something derived through experience (Köhler 1929).  As Miller and Johnson-Laird put it, "The most compelling fact of perception is that people see objects" (1976:39), that is, bounded regions of the visual perceptual field which are interpreted as coherent objects.  This is precisely the characterization of noun concepts presented by Langacker (cf. Jackendoff).

People also perceive events:

... sensory systems demonstrate an acute sensitivity to change, as if change carried information of great biological significance.  Sensitivity to change, and a conservative tendency to attribute changes to intelligible sources, is characteristic of the perceptual system at every level of its functioning. (Miller and Johnson-Laird 1976:79)

This sounds very like Givón's "time-stability" dimension, located where it belongs, in perception and cognition.

Langacker is very explicit that THINGhood and RELATIONhood, like other conceptual categories, are matters of construal, not of intrinsic qualities:

If nominal predications crucially involve interconnections, what distinguished them from relational predications?  The essential difference, I maintain, is that a relation predication puts the interconnections in profile (rather than simply presupposing them as part of the base).  The distinction between a nominal and a relational predication does not necessarily imply any difference in the inventory or the organization of constituent events, but only in their relative prominence.  (Langacker 1987b:215)

Once again, modern Functionalism consists in large part of rediscovering and refining the wisdom of our elders:

The so-called parts of speech are distinctions among words based not upon the nature of the objects to which they refer, but upon the mode of their presentation.  Thus the name of anything presented as a thing is a 'noun', and the name of anything presented as an action or ... as a process, is a 'verb'.  In the verb to cage, reference is made to the thing called a cage, but it is not presented as a thing but as an action.  In the noun assassination reference is made to an action, but it is not presented as an action but as a thing.

(Alan H. Gardiner, The Theory of Speech and Language (1932), cited in Jespersen 1933:11)

Hopper and Thompson (1984) carry this question considerably further, discussing in detail the fact that a form--a clause, for example--may be treated as a noun to varying degrees, depending, in effect, on how much THINGiness the speaker needs to imbue it with in order to organize her utterances within a discourse (cp. Givón 1980).  Our present concern, however, is only with a priori nounhood; nominalization we will have to save for later.

The main point of this section is that intelligent interpretations of the notional basis of noun and verb, induced from the analysis of linguistic structure and behavior, lead us toward a conception which closely matches standard psychological models of perception and memory.  This is reassuring; and the most obvious explanation for why it should be is that the psychological phenomena directly inform the linguistic structures.  But, by themselves, the psychological models do not directly motivate all the relevant linguistic facts.  Many indubitable nouns denote concepts which cannot appear in any physical perceptual field, and therefore must be nouns for some reason other than the perceptual structure of their referents--in English, think of anger, help, honor, music.  Here, for the first of a number of times, we see another recurrent issue in functional explanation.  In many domains of grammar we can show a clear motivation, independently establishable on psychological grounds, for that subset of "basic" uses of a construction which have concrete, physical reference.  But all constructions can be, and regularly are, extended to refer to abstract domains which are based on the physical.  There is ample evidence emerging from the study of semantics within Cognitive Grammar for the metaphorical structure of human thought, with abstract domains always grounded in concrete physical domains (Lakoff and Johnson 1980, Lakoff 1987, 1990).  The essential mystery of language is not where how grammar is motivated, which is often reasonably self-evident.  The mystery is the mystery of human thought--how the categories which we have for thinking about the physical world are extended into the abstract realm.

2.3  Adjectivestc \l2 "2.3  Adjectives
It has long been argued that Verb and Noun are the only universal categories:

No language wholly fails to distinguish noun and verb, though in particular cases the nature of the distinction may be an elusive one.  It is different with the other parts of speech.  Not one of them is imperatively required for the life of language.  (Sapir 1921:126)

Pursuing this process of elimination, we end by leaving intact only two "parts of speech", the noun and the verb.  The other parts of speech all fall within these two fundamental classes.  (Vendryes 1925:117)

The other major categories--Adjective, Adposition, Adverb--frequently originate from Verbs or Nouns, and/or acquire new members by recruitment Verbs or Nouns.
  Diachronic sources for other categories, e.g. complementizers or subordinators, include Verbs and Nouns, as well as Adpositions or Adverbs.  Since these latter categories ultimately trace to Verbs and Nouns, Verb and Noun, the only universal categories, are also the likely diachronic source for all other categories.  (I am here speaking about the diachronic renewal and replenishment of categories, which is a constant and, indeed, synchronic process, not about the ultimate origin of categories in glottogenesis--although the answer is no doubt the same, speculation about language origins can't bear directly on the subject matter of this course).  We will discuss adpositions at length in subsequent lectures, and touch on adjectives again later on in connection with questions of constituent order; my primary aim in this section is to document the claim that the adjective category is not universal, and introduce in a preliminary way some of the implications of this.  To discuss this issue, we need separate ways of referring to adjectival function and adjectival form.  I will adopt Thompson's (1988) useful phrase property concept word to refer to the functional category of concepts which in adjective-forming languages turn up as adjectives, and the adjective to refer to a syntactically distinct category of such words.

2.3.1  Verbal and Nominal Property Concept Wordstc \l3 "2.3.1  Verbal and Nominal Property Concept Words
It is well-known that there are languages with no distinct identifiable adjective category (Dixon 1977/1981).  Dixon, and many authors since, have documented the existence of a number of such languages.  To my knowledge, however, no one has documented a language with no discernable subcategory of property concept words.  In most languages without adjectives (or, what seems to be equally common, with a very small, closed class of distinctly adjectival forms), the property concept words occur as a subcategory of verbs and/or nouns.

To take an example from the recent literature, Prasithrathsint (2000) shows neatly that in Thai there is no distinct adjective category; there are no significant syntactic criteria which can be invoked to distinguish the semantically stative verb dii 'good' from the semantically active yím 'smile'.  Exx. (9-10) show dii 'good' functioning as a predicate and as a modifier within an NP; (11-12) show yím 'smile' in exactly the same constructions:

9)
khaw dii

s/he good

'S/he is good.'

10)
khon   dii  chOOp phom

person good like  I(masc)

'Good people like me.'

11)
khaw yim

s/he smile

'S/he smiles/is smiling.'

12)
khon   yim   chOOp phom


person smile like  I(masc)

'Smiling people like me.' 

Now, it is often the case that property concept words constitute an identifiable subcategory of verbs.  In Mandarin, as in Thai, there is no distinct adjective class; property concept words negate, inflect for aspect, and in other respects behave as verbs:

13)
ta  pao-le

3rd run-PERF

'S/he ran off.'

14)
ta  gao-le

3rd tall-PERF

'S/he got tall.'

15)
ta  bu-pao

3rd NEG-run

'S/he doesn't run, isn't running.'

16)
ta  bu-gao

3rd NEG-tall

'S/he's not tall.'

But there are still stigmata by which property concept verbs can be distinguished from the rest of the verb category.  For example, only they occur with certain intensifiers or degree adverbs such as hen 'very', zwei 'the most', and -ji-le 'surpassingly:

17)
ta  hen  gao

3rd very tall

'S/he's very tall.'

18)
*ta hen pao

And only the property concept verbs can occur in the comparative construction:

19)
ta  bi   wo gao

3rd than I  tall

'S/he's taller than me.'

20)
*ta bi wo pao

In fact, by a combination of these criteria we can distinguish a property concept subcategory of verbs in Thai as well.  We cannot replicate in Thai examples like (17-18), since Thai allows the same intensifiers with all verbs:

21)
khaw dii maak

3rd good much

'S/he's very good.'

22)
khaw yim   maak

3rd  smile much

'S/he smiles a lot.'

But ordinary verbs can occur in the comparative construction only with an intensifying or other qualifying adverbial, while property concept verbs occur in this construction only without:

23)
khaw dii  kua  phom

3rd  good than I(masc)

'S/he's better than me.'

24)
*khaw yim kua phom

25)
khaw yim   maak kua  phom

3rd  smile much than I(masc)

'S/he smiles more than me.'

And the intensifier l@@y has the same distribution, i.e. it can occur with ordinary verbs only with maak or some other qualifying adverbial:

26)
khaw dii  l@@y

3rd  good indeed

'S/he's really good!'

27)
*khaw yim l@@y

28)
khaw yim   maak l@@y

3rd  smile much indeed

'S/he smiles a whole lot!'

Clearly the basis for these differences is semantic.  Ordinary verbs do not name a quality, but an activity which can be thought of as exhibiting a number of difference qualities.  Thus sentences like (20, 24, or 27) are inherently vague as to the quality which is being compared or intensified, and in these languages they are ungrammatical unless the quality in question is specified.  In contrast, the property  concepts which are lexicalized as adjectives in a language like English are intrinsically gradable (Givón 1970)--they name a quality, and thus when they occur in a comparative or intensifying construction, there is no vagueness about what quality is being compared or intensified.  

The recognition of some degree of underlying commonality between adjectives and verbs has precedents in modern linguistics (Lakoff 1970, Chomsky 1970).  Recognition of parallelisms between the noun and adjective categories is considerably older and more deeply entrenched in Western linguistics, because of the strong morphological similarities and apparent common origin of the two categories in Indo-European:

The adjective again, is often very poorly distinguished from the substantive.  In the Indo-European languages both appear to have sprung from a common origin, and, in many cases, to have preserved an identical form ... Substantives and adjectives are interchangeable in this way in all languages, and, from a grammatical point of view, there is no clear-cut boundary between them.  They may both be grouped together in a single category, that of the noun.  (Vendryes 1925:117)

And the similarities remain strong enough in English to inspire observations down to the present:

It will emerge that there are many rules which generalize across supercategories of N and A, and many to V and P ... Since the combination of N and P [i.e. behaviors which these categories have in common] is so rare, and the combination of V and A at least equally rare, we will feel justified in provisionally accepting (3.4a) as the major division of lexical categories.  (Jackendoff 1977:31, emphasis added)

This claim of a special relationship between nouns and adjectives is reasonable as long as we are analyzing languages like English and other European languages, where there is a strong historical connection between these categories.  But, as we have already seen, it cannot be universal, as there are well-known languages where property concept terms are verbs, not nouns.

2.3.2  Adjective as a Functional Sinktc \l3 "2.3.2  Adjective as a Functional Sink
When we find evidence for a category regularly developing out of, or recruiting new members from, more than one source, we are looking at what I will call a functional sink--that is, a function which is important enough, cross-linguistically, that in language which does not formally express it with dedicated grammatical machinery, any construction or lexical means which expresses a related function is a likely candidate for grammaticalization.  In the case of adjectives, it seems that noun modification is such a functional sink.  Human beings describe things--and therefore there is a constant need in human discourse to find ways to describe nouns as possessing certain properties not inherent in their meaning.  It is not necessary that a language have a distinct syntactic category designed for this function; languages have ways of marking nouns and verbs as modifiers of nouns, i.e. genitive marking and relativization--which in some languages are the same thing (DeLancey 1999).  But the function is always there, and frequent and easily-accessible constructions which can be used to express it are automatic candidates for routinization.  Like most of what I will be presenting in this course, this is hardly a new idea:

This brief survey has shown us that though the formal distinction between substantive and adjective is not marked with equal clearness in all the languages considered, there is still a tendency to make such a distinction.  It is also easy to show that where the two classes are distinguished, the distribution of the words is always essentially the same: words denoting such ideas as stone, tree, knife, woman are everywhere substantives, and words for big, old, bright, grey are everywhere adjectives.  This agreement makes it highly probable that the distinction cannot be purely accidental:  it must have some intrinsic reason, some logical or psychological ("notional") foundation ... (Jespersen 1924:74).

This is exactly Dixon's conclusion:

We suggest that the lexical items of a language fall into a number of 'semantic types' ... the division into types can be justified in terms of the syntactic/morphological properties of the members of each type; in addition, a non-disjunctive definition can be given for the overall semantic content of each type.  These types are almost certainly linguistic universals.  By this we mean that each languages has the same array of types, with more-or-less the same overall semantic contexts; however, the morphological/syntactic properties associated with particular types will vary from language to language, and must be learnt for each individual language.  (Dixon 1977:25)

With Jespersen and Dixon (and Givón 1984, Thompson 1988, and others) I am arguing that, while adjectival structure, as Dixon has shown, is not in any useful sense universal, adjectival function is.  And further, that even in a language in which 'bright' and 'gray' are formally nouns, we may expect to see them functioning as noun modifiers more often than sister nouns such as 'tree' or 'knife'.

While this is reminiscent of our conclusions concerning noun and verb, the result is not exactly the same.  Predicate and argument function, and to that extent verb and noun, are formally distinct in any language.  But, since both verbs and nouns can serve as modifiers within a NP, there is not an inescapable need for a distinct modifying construction for a distinct adjectival category.  This theme, of universal function with non-universal syntactic realization, is one to which we will return often.

2.4  Problems for a Theory of Minor Categoriestc \l2 "2.4  Problems for a Theory of Minor Categories
One issue which is peculiar to Generative theory is the question of how many, and what, lexical categories there are (Jackendoff 1977:2).  This was not an issue for American Structuralists, who in their descriptive practice were happy to identify whatever and however many different form-classes might be required by the data of a given language, and who had no particular expectation that the inventory of categories in one language should be like that of another.  And it is not an issue for functional theory, which makes no claim that it is possible even in theory to exhaustively list all of the functions which could possibly be grammaticalized.  But Generative theory assumes that the categories of every language are drawn from a fixed set (or, put otherwise, are defined in terms of a fixed set of syntactic distinctive features) defined by Universal Grammar.

While it is hard to pick just one empirical inadequacy from a body of doctrine as reckless and empirically irresponsible as Generative theory, it could be well argued that right here is the most prominent and vulnerable empirical Achilles' heel of the formalist enterprise.  Surely anyone who has tried to develop an informal account of the actual syntactically distinguishable categories of some significant part of as many as two or three languages will quickly conclude that a "fixed" set of possible categories is an impossibility.

2.4.1  Categories of onetc \l3 "2.4.1  Categories of one
In the first lecture, we talked about the anomalous case of English better--a category of one, whose set of defining syntactic properties are shared with no other form in the language.  Let's now look at a less familiar example of the same sort, involving a fairly basic and universal functional category--the comitative marker in Klamath, a nearly extinct (as of this writing I know of one living fluent speaker) Plateau Penutian language of southern Oregon.

Klamath marks the comitative relation with a form dola:

29)
doscambli          hoot sa  ?at,

dos    ‑cn'  ‑ebli hood sa  ?at 

few.run‑along‑back that 3pl now 

sqel   c'asgaayas   dola.

sqel   c'asgaay‑'as dola 

Marten Weasel  ‑OBJ with 

... now they ran back, Marten together with Weasel.  (Barker 1963b: 10:127)

Dola usually
 takes object case in any nominal which can express it, such as the human c'asgaay 'Weasel' (a myth character).  It has no obvious categorial assignment in Klamath.
  According to X' theory, since it governs case it must be either a verb or an adposition.  Both of these are well-attested among comitative markers across languages.  But Klamath (as we will see later) has no adposition category, unless dola is it.  And its form makes it highly likely that it is etymologically a verb, so we might consider the verbal analysis first.  Dola has the form of a verb in the simple indicative tense, and its syntactic behavior is in many ways what one would expect of a Klamath verb.  The order of a Klamath verb and its arguments is quite free (Underriner 1996).  The same is true of dola and its object.  It usually follows its argument, as in ex. (29), but it can also precede it:

30)
q'ay honk s?aywakta      kakni            

q'ay honk s?aywg‑otn‑a   RE  ‑ka     ‑ni  

NEG  HONK know  ‑on ‑IND DIST‑someone‑ADJ 

hoot sa  kat     dola honks.  

hood sa  ka ‑t   dola honk‑s  

that 3pl who‑REF with DEM‑OBJ

... those who were with him did not know that.  (Barker 1963b 10:108)

In this example the relative kat is a subject form, and the demonstrative honks is an object form, and is thus the argument of dola.

However, dola can at best be a highly defective verb, as it only ever occurs in that form--that is, out of the efflorescent inflectional and derivational possibilities of the Klamath verb (DeLancey 1991), the hypothetical *dol- stem uses only one.  And it is not even the most likely one--Klamath does not serialize finite verbs, and the synchronically expected form for a subordinated verb would be the non-occurring *dolank.  Moreover, its syntactic behaviors also include some which are not consistent with verbal status.  We do not ordinarily find sequences of finite verbs within a Klamath sentence, but dola frequently occurs following the verb gena 'go', with no overt nominal argument:

31)
coy  honk ?at hok sn'eweeck'a     c'osak 

coy  honk ?at hok sn'eweec'‑'aak' c'osak

then HONK now HOK woman    ‑DIM   always

gena         dola,  gankankca

gV‑e_n  ‑a   dola   gan ‑okang ‑a  

go‑hence‑IND with   hunt‑around‑IND

'Now then that little girl always went with [him], went hunting.' (Barker 1963b, 4:69)

32)
coy  sa   naanok gen‑a   dola,

coy  sa   naanok gV‑en‑a dola

then they all    go      with

kat     ?aysis dola swecandam@n‑a     

ka-t    ?aysis dola swe-cn'-damn-a

REL‑REF Aisis  with gamble‑while.going‑HAB‑INDIC 

'They all went with [him], gambling with Aisis on the way.'  (Gatschet XXX)

And ex. (33) casts further doubt on the synchronic identification of dola as a verb, as there is no productive construction in Klamath of a finite verb followed by the copula gi:

33)
hoot hok dola gi, sqel'am'c'as.  

hood hok dola gi  sqel  ‑?m'c‑'as

that HOK with be  Marten‑AUG ‑OBJ

'He was together with, Old Marten'. (Barker 1963b 10:92)

So dola is not synchronically a verb, though it undoubtedly was one once.  And there is no reason to call it an adposition, given that it doesn't need to be adjacent to, or even to have, an argument.  Of course, there are no other adpositions to compare it to, so we don't really know how adpositions behave (or, would behave) in Klamath.  And it could well be that, had Klamath survived, dola was destined to be the entering wedge for the development of a new, innovative postposition category.  But we can hardly maintain that in its attested form it has already grammaticalized to that extent.

So what dola is is one more example, like better, of a categorially unique form--a working part of the language which does not fit into any larger category.  Now, if every language had just one of these, what does that imply about the "universal set" of categories from which languages get to draw their own?  And more fundamentally--why would a phrase-structure grammar have such things?  Why would it--how could it--allow such things?

2.4.2  Universal categories?  The adposition storytc \l3 "2.4.2  Universal categories?  The adposition story
The secondary nature of the Adposition category has been long noted (e.g. Vendryes 1925:164-5), and its universality strongly called into doubt by the demonstration of its diachronic connection to relator noun and serial verb constructions (Givón 1979, Mallinson and Blake 1981:388-9, Heine and Reh 1984:241-4, Starosta 1985, Bybee 1988, Aristar 1991, DeLancey 1994, Harris 2000).  Still, even in languages like Chinese or Akan, where characteristic adpositional functions are carried out by a set of more-or-less grammaticalized verbs, there are typically a few members of the set that are so thoroughly grammaticalized that they can no longer be categorized as verbs, and might as well be considered to represent a distinct category of prepositions.  And the fact that a category may regularly draw new recruits from other categories is not by itself an argument that the category cannot be universal.

Just so as to lay this particular issue to rest, I want to describe a language--Klamath--which simply lacks the category altogether, and carries out the typical adpositional functions by quite different means.  The primary function typically associated with adpositions--specification of location or path--is expressed in Klamath by a set of "locative-directive stems", which occur in what have been called "bipartite" complex verb stems (DeLancey 1991, 1996, 1999, to appear).
  The most numerous type of bipartite stem, and the one relevant to our present concerns, consists of a lexical "prefix" and a locative-directive stem (LDS):

34)


on top

in water

underneath
living object:
ksawal-

ksew-

ksodiil‑

round object:
lawal‑

lew‑


lodiil‑

long object:
?awal‑

?ew‑


?odiil‑

In stems of this type the lexical prefix is a classify​ing element referring to a category of object; the final element, the LDS, describes a motion, location or path of that object.  These stems are indifferently stative, eventive intransitive, or transitive, accord​ing to context; thus ex. (35) could refer to a dog sitting in water, running into the water, or being given a bath:

35)
wac'aak ?a  ks-ew-a

dog     IND living.obj-in.water-INDIC

'dog is/goes/is put in(to) water'

When the clause has a distinct NP corresponding to the path or location indicated by the LDS, this is marked with the locative case suffix |dat|:

36)
coy  honk    naanok Gees cewam'c‑     am  

then DEM.OBJ all    ipos Old Antelope‑GEN 

?i-Gog‑          a     mna‑tant       y'agi‑ dat
pl.-in.container‑INDIC 3sPOSS‑OBL.LOC bas​ket‑LOC
'Then [she] put all Antelope's ipos into her basket.' (Gatschet XXX)

37)
s?as?abam'c qtan‑ a   ks-elwy‑ank                

Old.Grizzly sleep‑IND living.obj.-by.fire‑HAVING

loloqs‑dat
fire‑LOC
'Old Grizzly slept, lying by the fire.' (Gatschet XXX)

In the English glosses for these examples, the prepositions into and by encode both the abstract relational concept LOCATION and more specific lexical information describing the precise spatial relation predicated between the THEME and the LOCATION.  In Klamath, LOCATION is expressed by the case suffix {dat}, and the lexical information (not, obviously, exactly the same as that expressed by any particular English word) in the LDS.

I have argued above against the identification of the comitative marker dola as an adposition.  That aside, unless one wants to start grabbing odd particles at random in order to find content for an a priori category, there are simply no plausible candidates in the language for adposition status.  Of the functional categories commonly expressed by adpositions, benefactive is indicated by an LDS.  In ex. (38), the benefactive suffix {oy}, here surfacing as -ii-, adds a benefactive argument to the verb (note the object marking on tobaks 'man's sister'):

38)
coy  mna    tobaksa          slambli:ya        

     coy  mna    tobaks      ‑a   sla_n‑ebli‑i: ‑a  

     then 3sPOSS man's.sister‑OBJ mat  ‑back‑BEN‑IND

      Naykst'ant                loloqs.

      Nay   ‑ksi‑t  ‑y'e:n'‑t   loloGs

      beside‑LOC‑LOC‑NOMZ  ‑LOC fire

'[He] laid down a bed for his sister on one side of the fire ...' (Barker 1963b 4:15)

Instrumental, like locative, is marked with a case suffix, and also in some cases by "instrumental prefixes"
 in the verb.  In (39), the instrumental prefix s- 'sharp instrument' provides some information about the nature of the instrument, while -tga marks the instrumental noun 'knife':

39)
hohasdapga                       deqiistga

RE  ‑s_e ‑s         ‑dV ‑obg‑a   deqiis-tga 

DIST‑REFL‑sharp.inst‑hit‑DUR‑IND knife‑INST

'[They] stabbed one another with knives.'

At least in this area of the grammar the difference between Klamath and more familiar languages like English does not necessarily reflect any fundamental difference in the conceptualization of motion and location.  The difference seems to be essentially typological.  The Klamath LDS and the English preposition category are in many ways quite comparable, in terms of semantic function and range, numbers, and degree of openness of the class.  The essential difference between the languages is that in English--a "configurational" language if ever there was one--these forms form a constituent with the NP which is their semantic argument, while in the quasi-polysynthetic
 Klamath they incorporate in the verb.


Lecture 3: Figure and Ground in Argument Structuretc \l1 "Lecture 3: Figure and Ground in Argument Structure
In this lecture I will develop the basis for a theory of semantic roles of core arguments.  We will see that the all of the underlying semantics of core arguments that have overt linguistic expression can be explained in terms of a simple inventory of three thematic relations:  Theme, Location, and Agent.  Agentivity will form the topic of the next lecture; in this lecture we will examine the grammar of Theme and Location, and their fundamental role in clause structure.

3.1  The Concept of Casetc \l2 "3.1  The Concept of Case
Case in its most traditional sense refers to the morphological means by which some languages indicate the grammatical relation of each noun phrase in a clause to the verb.  For example, in the German sentence (1), the subject and direct and indirect object of the verb are marked by the case form of the article:

1)
Der      Mann gibt  dem      Kind  einen   Apfel.

The(NOM) man  gives the(DAT) child an(ACC) apple.

'The man gives the child an apple.'

The same distinctions are marked in Japanese by postpositions rather than inflected case forms:

2)
sensee  ga   kodomo ni ringo o   yarimasu

teacher SUBJ child  IO apple OBJ give

'The teacher gives the child an apple.'

At least as far as their use in these to examples goes, ga carries essentially the same force as the German nominative case, o as the accusative, and ni as the dative.  In contrast, in the equivalent sentence in Thai, no noun phrase carries any indication of its grammatical role:

3)
khruu   haj  dek   ?aphun

teacher give child apple

'The teacher gives the child an apple.'

In the strictest traditional sense of the term case refers to the kind of inflectional marking of noun phrases found in German or Latin; it has often been used more broadly in linguistics to refer to any morphological indication of grammatical role, so that we can refer to both German and Japanese as case-marking languages.

Since case is not a universal morphological category, it was not a major topic of research in general linguistic theory during the structuralist and early generative eras, and did not play a prominent role in more modern linguistics until it was reintroduced into linguistic theory by the work of Gruber (1965), Fillmore (1966, 1968), Chafe (1970), and Anderson (1968, 1971).  The thread common to the work of these theorists is the conception of a universal syntactic-semantic theory of case roles, of which the morphological case marking found in some languages is only one reflection.  In this sense it is possible to talk of "case" in languages like English or even Thai, with impoverished or non-existent systems of morphological case marking.  Since then case theory has occupied a rather unsettled place in linguistic theory.  A considerable burst of enthusiasm for Case Grammar in the early 1970's faded as it became clear how little agreement existed on both the appropriate form of a theory and the methods for establishing one.  While it is clear to most contemporary linguists that some theory of underlying case semantics is a necessary part of an adequate syntactic (not to mention semantic) theory, there is not yet widespread consensus on the appropriate form of such a theory.

A large part of the confusion and controversy in the study of case stems from basic lack of agreement on the scope of case theory and the appropriate methodology for investigating it.  It is obvious that any theory of case must be responsible for explaining the case marking of the core arguments of a clause (in languages of the familiar European type the subject, object, and indirect object).  But there is a range of opinions on whether case theory needs to provide an account of the semantics of any oblique roles‑‑i.e. what in European languages are expressed in prepositional phrases--and if so, which ones.  Case theory has also been invoked as a partial explanation for various syntactic phenomena concerning reflexivization, control of zero anaphora, and other problems with little evident relation to questions of case marking (see for example, papers in Wilkins 1988).

My purpose in this lecture is to outline a theory of the universal basis of case theory.  I will take the basic task of case theory as being to account in a coherent way for the surface case marking found on core arguments in languages--concentrating on a specific set of case-marking patterns found in languages around the world.  I will show that a handful of innate principles rooted in the structure of perception and cognition determine what is universal about the underlying roles of the core arguments across languages.  If we can succeed in this task, it is time enough then to debate what other linguistic phenomena may or may not be illuminated by our understanding of case theory.

3.2  On Case Grammartc \l2 "3.2  On Case Grammar
Let us begin by establishing some fundamental common ground.  In all languages, verbs have arguments; a verb and its arguments constitute a clause.  It is possible, and in most languages easy, to identify a set of core arguments, or actants (Tesnière 1959).  In English these are the NP's in a clause which are not marked by prepositions.  There is structure among the arguments: each argument has a distinct syntactic relation to the verb.  Each argument also has a distinct semantic role in the situation named by the verb.  There is clearly some correlation between an argument's semantic and its syntactic role, but in most languages this correlation is sufficiently indirect that the semantic role cannot be simply read off from the syntactic relation.  Determining the semantic role requires additional syntactic tests and/or reference to the semantics of the verb.  That is to say, given a set of sentences like:

4)
My dog broke/ate/has/needs an egg.

5)
My dog likes eggs.

we cannot attribute any constant semantic role to the Subject relation, and identifying the actual semantic roles of the various subjects requires further information of some kind.

The essential problems of clause structure at this level are:

What semantic roles exist, and how should they be characterized?

What kinds of syntactic relations can an argument have to its predicate?

Are the syntactic relations determined by semantic roles?  If not, how are they determined?

The last can be rephrased as:

Why are there syntactic relations at all?

That is--suppose we could demonstrate that there are, say, exactly x universal semantic roles which can occur as core arguments in a clause in human language.  The most obvious language design would have x case markers, one for each underlying role; every argument would simply be marked for its semantic role, which could then be read directly off the surface morphosyntax.  I will argue that we can, in fact, demonstrate that there are exactly 3 such universal roles, and that reasonable approximations of such a language do exist--but the fact remains that in a substantial majority of attested languages, semantic roles are recoverable only indirectly, through a level of syntactic relations which is clearly determined in part by some other factor than semantic roles.

One more fact is essential as a prelimary:  the fundamental fact of valency, that a clause can have one, two, or three arguments--no more.  There appear to be a few languages with no three-argument verbs, but there is no verb in any language with four or more core arguments.
  The importance of this is clear once we recognize that there are verbs which appear to have four semantic arguments; the standard examples are 'buy' and 'sell' (Jackendoff 1972, cf. Fillmore 1977:72-3).  An event does not count as an example of 'buying' or 'selling' unless there are four participants:  a seller, a buyer, the merchandise, and the price.  Again, the obvious design solution would be for all four to surface as core arguments of the verb, with some surface morphosyntax devoted to indicating which was which.  In fact, however, this does not and indeed cannot happen--English sell can have only three core arguments:

6)
Some jerk just sold my bozo husband 23 acres of worthless Florida swamp (for 4 million dollars).

and buy only two:

7)
I just bought 23 acres of prime Florida real estate (from DeLancey) (for 4 million dollars).

In fact, although the price is, as we have said, an essential part of the semantic content of the verbs buy and sell, there is no way in English to express it as a core argument of either verb.
  Thus we have one more question to keep in mind:  Why are there only three core argument slots in any human language?

3.2.1  Early suggestionstc \l3 "3.2.1  Early suggestions
A spate of interest in various versions of these questions in the late 1960's gave us several proposals for a theory of "case", i.e. semantic role (Gruber 1965, Fillmore 1966, 1968, Chafe 1970, Anderson 1971).  As we would expect from groundbreaking work in a new field,
 all of these proposals contain a mix of compelling and important insights, provoking and interesting suggestions, and tentative steps down what turn out in hindsight to be false trails.  Unfortunately there has been little systematic research done on case theory since that time--the seminal suggestions of Gruber, Fillmore, and Chafe have each been widely and uncritically adopted, and for the most part any revisions made to the proposals of one's favorite case theoretician tend to be pretty thinly motivated and ad hoc. Rather than repeat the standard unproductive drill of taking Fillmore's or Gruber's original, 30+-year old tentative proposals as a starting point, I will try, with the benefit of 30 years of hindsight, to build from the ground up a theory of semantic roles that will work.

The fundamental requirement for a theory of case is an inventory of underlying case roles.  And a basic reason for the failure of case grammar has been the inability of different researchers to agree on such an inventory:

To establish a universal set of semantic roles is a formidable task.  Although some roles are demarcated by case or by adpositions in some languages, in many instances they have to be isolated by semantic tests.  There are no agreed criteria and there is certainly no consensus on the universal inventory.  To a great extent establishing roles and ascribing particular arguments to roles involves an extra-linguistic classification of relationships between entities in the world.  There tends to be agreement on salient manifestations of roles like agent, patient, source and instrument, but problems arise with the classification of relationships that fall between the salient ones.  There are also problems with determining how fine the classification should be. (Blake 1994:67-8)

In this passage Blake puts his finger on several of the essential problems, but appears not to perceive the problematic nature of one of them.  If our purpose is to explain linguistic structure and behavior, we are concerned only with those cognitive categories which are reflected in linguistic structure and behavior--which is what I mean when I say semantic.  If there is no linguistic test for a category in any language, then it is not a linguistic category.  So, no "classification of relationships between entities in the world" which is in fact "extra-linguistic", i.e. has no linguistic reflection, has any place in our investigations.

In much early work on case, the case roles are defined, in the manner of Fillmore 1968, by prose definition.  Such definitional phrases as "perceived instigator of the action" and "force or object causally involved in the action or state" imply a theory of actions and states, but the necessary theory has not always been perceived as a crucial component of a generative Case Grammar.  This is in part to blame for the inability of linguists to agree on a set of case roles.  Such prose definitions have no automatic constraints; anything can be loaded into them.

A better approach is to define at least a set of core case roles strictly in terms of a small set of state and event schemas.  This seems to be becoming a popular idea (see e.g. Jackendoff 1990), but was not an explicit part of much work in Case Grammar until relatively recently.  (Croft (1991) traces the approach back to Talmy 1976, though something like the idea is implied in Halliday 1967-8).  If roles are defined strictly in terms of state and event schemas extra semantic detail is forced back into the verb, where it belongs.

3.2.2  Typology and casetc \l3 "3.2.2  Typology and case
Let us begin with our first question:  what semantic roles do we find as core arguments?  The most obvious path to follow in elucidating this question is an inventory of the surface case distinctions among core arguments.  At this juncture, certain case-marking patterns--in particular nominative and canonical ergative constructions--are of little use to us; the fact that such patterns obscure underlying semantic roles is the basis of the problem we are trying to solve.  We will return to such non-semantic grammatical relations in subsequent lectures; for the present our interest is in case alternations with a reasonably clear semantic basis.

For example, many languages distinguish some "experiencer" from Agent subjects by case marking, and this is generally interpreted as establishing that these (typically) dative- or locative-marked arguments are not Agents, but have some other semantic role.  Typically the case form is the same as that used for recipient arguments of a ditransitive verb:

8)
kho-s  blo=bzang-la deb  cig sprad-song

he-ERG Lobsang-LOC  book a   give-PERF

'He gave Lobsang a book.'

9)
blo=bzang-la deb  de  dgo=gi

Lobsang-LOC  book DEM need-IMPF

'Lobsang needs the book.'

We often find this same case form used to mark the possessor in possessional clauses:

10)
blo=bzang-la bod‑gyi   deb  mang=po 'dug

Lobsang-LOC  Tibet-GEN book many    have

'Lobsang has a lot of Tibetan books.'

Thus suggests a hypothesis which would group experiencers, recipients, and possessors in possessional clauses together as reflexes of the same underlying role.

We will return to the question of dative subject predicates soon, but I want to begin with a less well-known distinction, between two semantically different types of "object".  An age-old
 problem of Tibetan grammar is that some transitive verbs require a case postposition on their non-Agent argument, while others forbid it:

11)
thub=bstan‑gyis blo=bzang‑la gzhus‑song

Thubten-ERG     Lobsang-LOC  hit-PERF

'Thubten hit Lobsang.'

12)
*thub=bstan‑gyis blo=bzang gzhus‑song

13)
thub=bstan‑gyis blo=bzang(*-la) bsad‑pa red

Thubten-ERG     Lobsang(*-LOC)  kill-PERF

'Thubten killed Lobsang.'

This is not the familiar pattern of pragmatic object marking found, for example, in Romance and Indic languages, where the presence or absence of dative/locative marking on the object reflects its degree of inherent or discourse-based topicality (Comrie 1979, Genetti 1997, inter alia).  In Tibetan, any given verb either requires -la-marking on its object, or forbids it; nothing about the object NP itself has any effect on case marking.

The traditional explanation (as explained to me by Tibetans who learned it in school) is that there is a difference in the relation of the argument in question to verbs of these two classes.  Some, like gzhus 'hit', are construed as describing conveyance of something to the object.  Others, like gsod 'kill',
 describe the object as undergoing a change of state.  That is, the traditional explanation is, fairly literally, that gzhus 'hit'-type verbs have the core argument structure (AGENT, THEME, LOC), where the THEME may be inherent in the verb itself (as it is in (11, 48, 9, 17)), and gsod 'kill'-type verbs have the actant structure (AGENT, THEME).

As far as I know, explicit case marking of this distinction, as in Tibetan, is not common across languages.  But it is found as a covert category in other languages, such as English, where it was discovered by Fillmore (1970), who neatly identifies the underlying semantic distinction--as I will show later in this lecture, the object of a "change-of-state" verb like break has some sort of patient or undergoer role, which we will call Theme, while the object of "surface contact" verbs like hit is a Locative.

My aim in this and the next lecture is to present a theory of case roles which explains this sort of phenomenon--one which explains such cross-linguistically widespread phenomena as the fact that the first argument of (9) is in a different surface case than the first argument of (8), and in the same case as the second argument of (9), and both of these are in the same case as the first argument of (10).  We also want to explain patterns like that illustrated in (11-13); although as far as I know that case marking pattern is not particularly widespread, the distinction which it marks is covertly present, and syntactically diagnosable, in English and other languages.

3.3  The grammar of THEME and LOCtc \l2 "3.3  The grammar of THEME and LOC
We will discuss the Agent category in the next lecture.  In this lecture I want to argue that all other core argument roles are instantions of two underlying relations, THEME and LOCATION, which correspond very directly to the perceptual constructs FIGURE and GROUND.  Theme and Loc are adopted from the work of Gruber (1976, cf. Jackendoff 1972, 1983), and I will follow the Gruber-Jackendoff tradition of referring to them as thematic relations.  Neither Theme nor Loc can be defined independently; they define one another--the Theme is that argument which is predicated as being located or moving with respect to the Location, which is that argument with respect to which the Theme is predicated as being located or moving.  The most concrete and transparent instantiation of the Theme and Loc roles is in a simple locational clause:

14)
The money's in the drawer.

 THEME

    LOC

In the rest of this section I will show that all non-Agent core argument roles can be reduced to Theme and Location.

3.3.1  The Semantic Structure of Ditransitive Clausestc \l3 "3.3.1  The Semantic Structure of Ditransitive Clauses
Ditransitive verbs offer the most direct insight into underlying case.  While the case roles associated with intransitive subject, or with each of the two argument positions of a bivalent predicate, may have at least two possible roles associated with it, the semantics of the three arguments of a trivalent verb are invariant, across different verbs and different languages.  The nominative or ergative argument is always Agent, the accusative or absolutive argument is Theme, and the recipient is Loc.

The nuclear (in the sense of Dixon 1971) verb of this class is 'give', which in its most concrete sense involves actual movement of an object from the physical position of one individual to another:

15)
Just give me that gun.

And this is literally true for many other ditransitive clauses:

16)
She handed me the book.

In English, as in many other languages, the ditransitive construction alternates with a nearly-synonymous construction syntactically identical to that which expresses caused motion:

17)
He left his papers to the library.

18)
He sent the kids to the library.

19)
He put the dishes in the sink.

Though there are subtle semantic differences between the "dative-shifted" and prepositional constructions with give-verbs (Goldsmith 1980), the differences are primarily pragmatic (see e.g. Goldberg 1995:89-95), which is to say that the semantic structure of the trivalent construction is exactly parallel to that of clearly spatial predications like (18-19).

In other ditransitive clauses, there is no actual movement of a physical object.  In one category, what changes is not the physical location of something, but its socially (e.g. legally) defined ownership:

20)
My grandfather left me his farm.

21)
Fred gave me his seat.

Still, the semantic relations are the same here as in (15-16).  There is no reason to think otherwise, since no language will mark a different set of surface case relations in these and in (20-21).  And the metaphorical extension from physical location to social ownership is both intuitively natural and robustly attested.

3.3.2  The Semantic Structure of Possessional Clausestc \l3 "3.3.2  The Semantic Structure of Possessional Clauses
This interpretation neatly unites the semantic interpretation of possessives and ditransitives, which (as has long been noted, cf. Lyons 1967, 1969) can be easily interpreted as causatives of possessive constructions:

22)
He gave me a wrench.

AG
   LOC  THEME

23)
I have a wrench

LOC
    THEME

As Lyons puts it:

It is clearly not by chance that the case of the indirect object (the 'dative') and the directional of 'motion towards' fall together in many languages.  In the 'concrete' situations in which the child first learns his language, it would seem that the causative ... Give me the book is indeterminate as between possessive and locative ('Make me have the book' and 'Make the book come to/be at me'): note that Give it here is frequently used in such situations and is eqivalent to Give it to me.  The distinction of locatives and posessives would be a subsequent language-specific development, resting largely upon the syntactic recognition of a distinction between animate and inanimate nouns in various languages.  Indeed, is there any other way of saying what is meant by 'possessive'?  (1967:392)

The confusion which Lyons is referring to concerns the distinction between actual physical possession and socially- or legally-defined ownership, which can hardly be an innate category.  Clearly physical possession is the primitive concept here, and clearly, as Lyons notes, it is closely related to the concept of spatial location.

The strongest evidence for this interpretation of possession comes from languages in which possessional clauses are identical, or nearly so, to simple locational clauses, as in Tibetan:

24)
blo=bzang bod-la    'dug

Lobsang   Tibet-LOC exist

'Lobsang's in Tibet.'

25)
blo=bzang-la ngul-tsam  'dug

Lobsang-LOC  money-some exist

'Lobsang has some money.'

Note that the location in (24) and the possessor in (25) have the same locative -la postposition, while the possessum in (25), like the Theme argument in (24), is in the unmarked absolutive case.  The only formal difference between the two constructions is in the order of the two arguments.  Exactly the same argument structure occurs in existential clauses:

26)
bod-la    g.yag mang-po 'dug

Tibet-LOC yak   many    exist

'There are a lot of yaks in Tibet.'

Of course, this function can also be carried out by a possessional construction in English:

27)
My kitchen table has ants all over it.

This is a very widespread pattern; a particularly interesting example is the Mixean language Olutec, where the two constructions differ only in the presence or absence of the inverse marker ‑ü‑ (cf. Lecture 7), which elsewhere in the language marks a transitive verb in which the object rather than the subject argument is more topical (Zavala 2000):

28)
?it-pa-k        pixtü?k xu?ni-jem

exist-IMPF-ANIM fleas   dog-LOC

'There are fleas on the dog.'

29)
?it-ü-pa-k          pixtü?k xu?ni

exist-INV-IMPF-ANIM fleas   dog

'The dog has fleas.'

In English, we do find the locational metaphor for possession in certain constructions:

30)
You got any money on you?

But this construction retains the sense of literal location, i.e. if I have money in the bank, or at home, it is not on me; this construction can only refer to physical possession.  In languages in which the locational construction is the basic possessional construction, it has grammaticalized to the point where any such semantic tie to physical location is lost.

Such data suggest that possessive and existential/locational constructions have the same underlying structure, and differ only in the relative salience, inherent or contextually-determined, of the two arguments.  The interpretation of possessum and possessor as Theme and Loc (under one set of terms or another) is an old idea whose introduction into contemporary linguistic thought owes much to Allen (1964) and especially Lyons (1967, 1969); it is a fundamental part of the localist case theories of Gruber, Anderson, and Diehl.  As Jackendoff puts it:

Being alienably possessed plays the role of location; that is, "y has/possesses x" is the conceptual parallel to spatial "x is at y." (1983:192)

Gruber, and Jackendoff following him, argue for this interpretation primarily on the basis of gross parallels in the organization of the syntactic and lexical expression of the two concepts in English, but the strongest evidence for it is the large number of languages in which it is grammatically explicit.  (This is also not a new observation; Benveniste (1960/1971:170) notes the cross-linguistic prevalence of "the 'mihi est' type over the "habeo" type" of possessional construction (cf. Lyons 1967, 1969:392)).

3.3.3  "Experiencers" as locativestc \l3 "3.3.3  "Experiencers" as locatives
Besides abstract motion, the Theme in a ditransitive clause may also be quite abstract:

31)
That gives me an idea!

32)
Fred rents me space in his garage.

33)
He willed the Church his copyrights.

34)
That'd sure give you the heebie-jeebies!

Again, there is no linguistic evidence whatever to analyze such sentences as having a different array of case roles from ditransitives with more concrete Themes and paths.  By analogy with examples like (15), the heebie-jeebies in (34) is Theme and you is Loc.  By the same logic that we used in the last section to argue that recipients and possessors have the same underlying role, we can equate the recipient object of (31) and the subject of (35):

35)
I have an idea.

As far as any linguistic facts which might be adduced are concerned, both of these arguments are Locatives, and an idea in both sentences is Theme.

This suggests, intuitively, that the subject of (36) might likewise be a Locative:

36)
I'm thinking of an idea.

In English there is no direct grammatical evidence, at least of the straightforward sort that we are looking for, to support this analysis--subject formation in English obscures any such differences in underlying case role.  And we require linguistic evidence; we are not entitled to assign case roles purely on intuition.  But, as is well-known, there is ample cross-linguistic evidence for exactly this analysis.  The syntactic and semantic problems posed by "dative subject" or, in the more contemporary locution, "experiencer subject" constructions have been and continue to be the focus of considerable research by syntacticians of all persuasions (see e.g. Verma and Mohanan 1990, Pesetsky 1995, Filip 1996, inter alia), as well as psychological research into the cognitive basis for the distinction (see Brown and Fish XXX).

As with the analysis of possessional constructions, so here the strongest evidence is the wide range of languages in which experiencer subjects--i.e. the experiencer arguments of some verbs of cognition and emotional state--are case-marked in the same way as recipients.  Again, we can illustrate this with Tibetan, where the experiencer argument of certain verbs like 'need/want', 'dream', etc., is marked as Locative:

37)
khong‑la snyu=gu cig dgo=gi

he-LOC   pen     a   want-IMPF

He needs/wants a pen.

In many languages, the lexical encoding of situations of this type may be even more explicit in identifying the experiencer as a location, as in Newari (a Tibeto-Burman language of Nepal):

38)
jEQ \O(i,~)

EQ \O(i,~)   sw-ya-gu      bas      khaya

I.ERG flower-GEN-CLS smell(N) took

'I smelled the flower.' (Agentive)

39)
ji-ta  sw-ya-gu      bas      wala

I-DAT  flower-GEN-CLS smell(N) came

'I smelled the flower.' (non-agentive)

(lit. 'The smell of the flower came to me.')

And parallel evidence can be found even in languages with no distinct dative subject construction; cf. English sentences like:

40)
A while ago a crazy dream came to me.

3.3.4  Locative and Theme objectstc \l3 "3.3.4  Locative and Theme objects
In a seminal paper (which has not received the attention that it merits) Fillmore (1970) elegantly demonstrates that not all English direct objects have the same underlying role.  The object of a "change-of-state" verb like break has an undergoer type role which Fillmore calls "object"; this is our Theme.  The object of what Fillmore calls "surface contact" verbs--generally, verbs of affectionate or hostile physical contact like hit, hug, kick, kiss--is some sort of locative.  

Fillmore notes several syntactic differences between these two types of transitive clause.  Change-of-state verbs have passives which are ambiguous between a state and an event reading:

41)
The window was broken (by some kids playing ball).

42)
The window was broken (so we froze all night).

Other transitive verbs have only eventive passives.  Many change-of-state verbs characterized by the "ergative" alternation, i.e. they occur transitively with the Theme argument as object, and intransitively with the Theme as subject:

43)
The window broke.

44)
I broke the window.

Surface-contact verbs are characterized in English by a peculiar use of a locative prepositional phrase which is unique to this class of verbs.  With any other kind of clause an oblique locative can only denote the place where the overall event occurred:

45)
I broke the glass in the sink.

(The reading in which the PP belongs to the object NP is irrelevant here).  With hit-class verbs, however, an oblique locative can be added which specifies more precisely the part of the object toward which the action is directed:

46)
I kissed her on the lips.

Another piece of evidence which can be added to Fillmore's case is that this class of verbs in English is uniquely eligible for a productive light verb construction with the verb stem used as a noun and give used as the verb:

47)
I gave her a kiss.

As we have already seen, the recipient argument of a trivalent verb is underlyingly a Locative.  Thus her in (47) is transparently a Locative argument, lending indirect semantic support to Fillmore's suggestion that it is likewise in (46).

Fillmore's evidence for this distinction is linguistic, and thus legitimate, but by itself does not meet the criterion which I want to insist on of considering only distinctions reflected in some language in case marking distinctions.  But, once again, Tibetan provides exactly that evidence.  We have already seen exactly that, in exx. (11-13), repeated here:

48)
thub=bstan‑gyis blo=bzang‑la gzhus‑song

Thubten-ERG     Lobsang-LOC  hit-PERF

'Thubten hit Lobsang.'

49)
*thub=bstan‑gyis blo=bzang gzhus‑song

50)
thub=bstan‑gyis blo=bzang(*-la) bsad‑pa red

Thubten-ERG     Lobsang(*-LOC)  kill-PERF

'Thubten killed Lobsang.'

Verbs which require a Locative-marked argument are the likes of 'hit', 'kiss', 'kick', etc.--that is, Fillmore's surface-contact category.  And verbs which take an absolutive argument are verbs like 'break', 'boil', 'kill', etc., corresponding quite neatly to Fillmore's change-of-state category.  So, in Tibetan, the arguments which Fillmore analyzes as "objects" have the zero case-marking which in Tibetan marks Themes, and the arguments which he shows are locatives are case-marked as Locatives.

3.3.5  The Syntax and Semantics of Theme and Loctc \l3 "3.3.5  The Syntax and Semantics of Theme and Loc
This analysis of transitive verbs and their argument structure raises both syntactic and semantic issues.  To take the most evident semantic question first, we need to provide some semantic support for the case role idenfications which we are making.  For many theorists, the object argument of a verb like break (and, for some, the object of hit as well) belongs to a distinct category, Patient (a role which has no place in the system I am expounding here).  Calling these arguments Themes entails identifying objects of transitive verbs, or subjects of intransitives, which describe them as undergoing a change of state, with the corresponding arguments of verbs like 'send' or 'go' which predicate concrete motion or location of their arguments.

The necessary conceptual basis for this analysis is the localist interpretation of existence in and change of state which has been argued for by a number of scholars (see Chafe 1970, Anderson 1971, Jackendoff 1972, 1983, 1990, Diehl 1975, Lakoff and Johnson 1980, Lakoff 1987, 1993, etc.), in which states are seen as abstract or metaphorical locations which entities occupy and move in and out of.  Thus an entity which is described as in a state is a Theme just as is one described as being in a location.  Likewise a change of state is metaphorically motion from one condition to another, and the entity conceptualized as thus changing its metaphorical location is a Theme just as much as when it is conceptualized as moving through space.  Note that the ordinary ways of talking about such questions are unambiguously localist: one can be in a state, fly into a rage, get out of a depressed state, change or turn into something, etc.  Even terms dealing with states and changes of state which are not transparently localist (e.g. become) are more often than not etymologically so.  As one more illustration of the semantic plausibility of this analysis, consider one more ditransitive example, this time with a concrete Theme argument but a very abstract Loc:

51)
Your "logic" is gonna drive me crazy.

Once more, we have no evidence to argue that the thematic relations here are any different from those of any other distransitive, which means that me is Theme, and crazy is Loc.

Indeed, the native Tibetan grammatical tradition has, since its beginning, noted the fact that with some transitive verbs the non-ergative argument is unmarked, while with others it is marked as Locative.  The classic pair of examples used in grammars and schools is:

52)
shing‑la sta=re gzhus‑pa

tree-LOC axe    hit

hit the tree with an axe

53)
sta=re‑s  shing 'chad‑pa

axe-INSTR tree  cut

cut down the tree with an axe

The native analysis of the pattern is the same as ours.  In (52) the axe moves so as to come in contact with the tree, and these arguments are case marked exactly as in any other clause depicting an object moving to a location.   In (53), on the other hand, the verb does not explicitly refer to the movment of the axe or its contact with the tree, but rather to the change of state of the tree, which is brought about through the medium of the axe.

The syntactic issue requires a more significant departure from traditional conceptions of case grammar.  In introducing the categories Theme and Locative, I claimed that they are mutually dependent--an argument can only be a Theme relative to Location, or a Location relative to a Theme.  But then both hit- and break-type clauses have a missing argument.  If the glass in the glass broke is a Theme argument, where is the Loc?  And if her in I kissed her is Loc, where is the Theme?

The semantic justification which I have just presented for this analysis identifies the intransitive subject or transitive object of a change-of-state verb as a Theme because it is changing state, metaphorically moving from one state to another.  Then the Location with respect to which it is a Theme is the state to which it is moving.  This state is, in fact, named by the verb--is, in fact, the essential part of the meaning of the verb.  Thus we must recognize the possibility that one of the two fundamental thematic relations may be lexicalized in the verb.  So the definition of a change-of-state verb is one which lexicalizes a state, which represents a thematic Location, and takes a separate Theme argument.

And the problem of surface-contact verbs is solved in the same way.  If her in I kissed her is Location, then the Theme can only be the kiss, which is lexicalized in the verb.  This is clearly the correct analysis of the give-paraphrase:

54)
I gave her a kiss.

where her and a kiss are transparently Loc and Theme.  This interpretation receives further support from Tibetan, where the number of ordinarily transitive surface-contact verbs like gzhus 'hit' is very small.  The equivalents of the vast majority of English 'hit' verbs, e.g. punch, kick, hug, kiss, etc., in Tibetan are light verb constructions, consisting of a semantically almost empty verb stem and a noun carrying the specific semantics of the predicate, e.g. so rgyab 'bite' (='tooth throw'), kha skyal 'kiss' (='mouth deliver'):

55)
thub=bstan‑gyis blo=bzang‑la kha   bskyal‑song

Thubten-ERG     Lobsang-LOC  mouth delivered-PERF

'Thubten kissed Lobsang.'

56)
thub=bstan‑gyis blo=bzang‑la mur=rdzog gzhus‑song

Thubten-ERG     Lobsang-LOC  fist(ABS) hit-PERF

'Thubten punched Lobsang.'

In this construction the Theme, lexicalized in the verb in English, is given its syntactic independence as an argument, and the motivation for the locative marking is clear.

This interpretation of underlying semantic relations differs from many conceptions of case theory, where case roles are, by definition, the roles played by NP arguments.  In such a framework, an intransitive clause, since it has only one argument, has only one case role represented.  In my analysis, every clause, in every language, has a Theme-Loc structure--both relations are present in every proposition.  One of the two may be lexicalized in the verb, as is the case with intransitive and ordinary transitive predicates.  Or both may be nominal arguments as with ditransitive, possessional, and "experiencer subject" clauses.  This is sufficiently different from the usual use of the term case role that it is probably better to use a different term; I will refer instead to thematic relations.

3.4  The Theoretical Importance of Thematic Relationstc \l2 "3.4  The Theoretical Importance of Thematic Relations
3.4.1  Defining Relations in Terms of Event Structuretc \l3 "3.4.1  Defining Relations in Terms of Event Structure
We can develop the same hypothesis which I have just presented by a different route, beginning with a simple and traditional ontology of states and events, where stative predicates describe an argument as being in a state, and event is defined as a change of state or location, with the Theme coming to be at Loc.  We neither need nor want to provide any more definition of Theme or Loc than this; the AT relation which defines its two arguments is taken to be primitive.  (Cp. Talmy's (1978) seminal paper introducing the psychological categories Figure and Ground, and similar discussion in Jackendoff 1990, Langacker 1991).

Compare this with a prose definition for Theme such as "the object in motion or being located".  One problem with this particular definition is its wide applicability, since, at least once we have identified states as locations, everything that can be talked about is in motion or is located.  This objection may seem at first blush like a parody of an objectivist approach to case semantics, since there is presumably an assumed proviso along the lines of "which is construed in a given clause as" in any such definition.  But in fact there are still linguists who are unable to get this straight.  Huddleston's (1970) familiar worry about sentences like

57)
The stove is next to the refrigerator.

58)
The refrigerator is next to the stove.

exemplifies exactly this error.  The apparent problem with these sentences can be expressed in our terms as the appearance that they each have two Themes.  The argument is that since the stove is clearly a Theme in (57), it must be so also in (58), and vice versa; so that in each of the sentences each of the two NP's is Theme.  The same line of argument can then prove that each is also Loc.

The correct analysis of these data is given by Gruber (1965).  Each clause predicates the location of one entity, and defines the location by a landmark.  The simple fact that we can infer information about the location of the landmark from the sentence does not make it a Theme.  Of course each referent is in a location--just like everything else in the universe--but each sentence is about the location of only one referent.  (Note that the same erroneous argument can apply to any locational predication; after all, if I say that My shoes are on my feet, does this mean that the NP my feet has the Theme case role, since its referent must be in my shoes?)

Unfortunately this error is still alive and well, and can be found for example in Dowty's worry about:

the case of predicates that do not have any apparent difference at all in their entailments with respect to two of their arguments, hence offer no semantic basis for assigning distinct role-types to these arguments ... (1989:107)

i.e. sentences like

59)
Mary is as tall as John.

Although Huddleston has historical priority in bringing up the problem, he is explicitly vague on the issue of exactly which of the then current assumptions about Case Grammar is the primary impediment to a more satisfactory analysis.  Dowty is quite explicit in a footnote criticizing Talmy's analysis:

such pairs are not distinguished by any objective feature of the situation described but at best by the "point of view" from which it is described. (1989, fn. 14, p. 123)

In other words, case roles are "in the world" (cp. Ladusaw and Dowty 1988), and are to be read off from the world, not from some construal of it.

Some form of this error lies at the base of most of the problems in the development of Case Grammar.  Dowty and Ladusaw are indeed correct in their supposition that given this approach to semantics, a case grammar constrained enough to be interesting is probably impossible.  (I disagree with them about which of these must therefore be abandoned).  The objectivist error is automatically avoided when we define the notions Theme and Loc strictly in terms of the AT relation; given that (59) must have the underlying semantic structure Theme AT Loc, there can be no question about the correct assignment of roles.

Events are changes of state (or of location); rather than being depicted as at a state/location the Theme is depicted as coming to be there.  Events in this sense can be categorized into simple changes of state and more complex configurations which include an external cause of this change.  We will take this as the definition of Agent.  (I will discuss the nature of agentivity in more detail in the next lecture).  Our grammar so far consists of states and simple and complex events, or statives, inchoatives, and causatives (Croft 1991).  We can define three fundamental case roles, Theme, Location, and Agent, in terms of this simple grammar of states and events:

60)
Theme AT Loc

Theme GOTO Loc

Agent CAUSE Theme GOTO Loc

The essential point of this approach is that case roles are defined and assigned in terms of tightly-constrained event schemas, rather than being assigned with reference to the larger more amorphous scenarios found in the lexical semantics of verbs.  Recall our observation of the typological fact that languages universally have no more than three core arguments.  This universal constraint falls directly out from the theory--since in this model a verb can have only an underlying State or Event schema, and the most complex Event schema has only three arguments, a verb can assign only three core case roles.

3.4.2  Theme, Loc, and Innatenesstc \l3 "3.4.2  Theme, Loc, and Innateness
I have not, of course, provided sufficient syntactic and typological evidence here to establish the superiority of this account of case marking in core argument positions over other possibilities.  But, assuming for the sake of argument that this superiority can be established (note, among other things, that many of the most useful insights and analyses of Relational Grammar fall out fairly directly from the scheme presented here), how should we explain the universality of this model of clause structure?  If it is true that every clause, in every language, can be analyzed as representing a Theme-Loc configuration, why should this be?  If it is truly universal, there is good warrant to consider the possibility that it reflects innate structure, but, given the warnings expressed at the beginning of this paper, how should such a hypothesis be pursued?

It turns out that this theory looks very much like the fundamental structural construct of perception--Figure and Ground:

One of the simplest and most basic of the perceptual processes involves what the Gestalt psychologists call figure-ground segregation.  Every meaningful perceptual experience seems to require in its description the property of "figuredness."  That is, phenomenally, perception is more than a collection of unrelated, unintegrated, sensory elements.  The units of perception are, rather, figures, or things, segregated from their backgrounds.  (Dember 1963:145-6)

In their concrete spatial use, Theme and Loc correspond directly to Figure and Ground.  Nothing is intrinsically Theme or Loc; these are relational notions.  A speaker presents one referent in relation to another; the first we call Theme, and the second Loc.  Thus, despite some argument to the contrary in early literature on Case Grammar (see Huddleston 1970), (61) and (62) are by no means synonymous:

61)
The bank is next to the Post Office.

62)
The Post Office is next to the bank.

(61) describes the location of the bank, using the Post Office as a reference point; (62) describes the location of the Post Office, using the bank as a reference point.  Thus the subject of each sentence denotes the referent to which the speaker wishes to draw the addressee's attention, and the oblique NP denotes a referent used as a background against which the subject can be identified.

Now, figure-ground organization is, self-evidently, not a feature of the physical universe; rather, it is a pattern imposed on a stimulus by the process of perception.  Much work in perception has been concerned with what we might think of as prewired determinants of figure-ground identification.  All other things being equal (e.g. in a properly designed experimental context), humans will make a moving stimulus a figure, and the stable environment against which it moves the ground.  Other factors which increase the eligibility of some part of the visual percept for figure status include defined boundaries, brightness, color, centrality in the visual field, and, of course, lack of competition from other areas of the perceptual field sharing these characteristics.

But in ordinary life other things are not often equal; any perceiver in any real-life circumstance is predisposed by her existing cognitive structures, and long-term and transient "interests", to focus on certain types of structure as opposed to others.  A universal pattern, which is probably innate, is that a percept interpretable as a human figure has a higher eligibility for figurehood than anything else, and a human face the highest of all.  There is abundant evidence for what is sometimes called a motivation effect in perception, i.e. the fact that a perceiver, being more interested in some types of information than others, will tend to organize the perceptual field so that relevant information counts as figure.

As any introduction to perceptual psychology will point out, beyond the simple neurophysiology of edge detection, color perception, etc., perception is a cognitive process.  In fact, it is common in perceptual psychology to distinguish between sensation and perception--the former applying to the simple physiological response of the perceptual organs, and the latter to the cognitively-constructed interpretation of those data.

Thus perception cannot be considered in isolation from cognition.  But the reverse is also true; cognition at the most basic level involves mental manipulation of representations of objects (or, at the next higher level, categories of objects), and the discrimination of objects is the basic task of perception.  Indeed, the figure-ground opposition is fundamental to--we could even say, is--object discrimination.  The process of discerning an object is the process of perceiving it as figure.

It thus makes eminent sense that the evolution of cognition should work from preadapted perceptual structure, and that the opposition of figure and ground should be carried over from its origins in the perceptual system to higher-order cognitive structures which evolved to process, store, and manipulate information obtained from the perceptual system.  If these higher-order structures then were the preadaptative ground on which grew the language faculty, there would be no surprise in seeing the same basic structural principle retained.

Indeed, if we think of language functionally, in the most basic sense, it is almost inevitable that fundamental aspects of its structure should mirror the structure of perception.  The same philosophical tradition which gives us the peculiar conception of intelligence as information-processing, inclines us to imagine that what is passed from one mind to another in the course of communication is some sort of pure information.  It is, of course, no such thing.  In its communicative function, language is a set of tools with which we attempt to guide another mind to create within itself a mental representation which approximates one which we have.  In the simplest case, where we are attempting to communicate some perceived reality, the goal is to help the addressee to construct a representation of the same sort that he would have if he had directly perceived what we are trying to describe (cf. DeLancey 1987).  Clearly all of the necessary circuits and connections will be much simpler if that input, which is thus in a very real sense an artificial percept, is organized in the same way as an actual percept.  This involves many other aspects which are also conspicuous in linguistic structure--deixis, to take one striking example--but must, fundamentally, involve figure-ground organization, since that is fundamental to perception.

Thus the hypothesis that Figure-Ground structure might inform the basic structure of syntax has exactly the sort of biological plausibility that any innatist hypothesis must have.  We can identify the preexisting structure from which it might have evolved, and construct a scenario by which it might have evolved from that preexisting structure.  The availability of such a story does not, of course, by itself establish the correctness of either the evolutionary scenario or the linguistic hypothesis itself.  This or any other account of case roles and clause structure must established on the basis of valid induction from linguistic facts.  But the fact that there is a readily-available, biologically plausible account of how such an innate linguistic structure might come to be gives this hypothesis a kind of legitimacy lacking in many contemporary proposals about the nature of "Universal Grammar".


Lecture 5: Grammaticalizationtc \l1 "Lecture 5: Grammaticalization
5.1  Introductiontc \l2 "5.1  Introduction
5.1.1 History of grammaticalization studiestc \l3 "5.1.1 History of grammaticalization studies
That bound morphological formatives often have their ultimate origin in independent lexical items has been a commonplace observation since the early 19th century (cf. Bopp 1816, Humboldt 1825).  The phenomenon was not of primary interest to historical linguists more concerned with morphological constructions which could be reconstructed for a proto-language than with secondary developments, but its importance is explicitly recognized in discussions of general principles of diachronic linguistics such as Whitney (1875), Paul (1886), and von der Gabelentz (1891).

Meillet (1912) first applied the term "grammaticalization" to the process by which lexical items enter into the grammatical system ("le passage d'un mot autonome au rôle d'élément grammatical"), a process whose endpoint is the development of new morphological constructions.  Already in this discussion Meillet anticipates one of the most significant facts about the process, viz. that it is a gradual process rather than a sudden categorial shift.  He distinguishes four degrees of grammaticalization of the French copula, from its lexical use in equational sentences (je suis celui qui suis) to its use as a tense auxiliary (je suis parti), and points out the ambiguous category of French faire, which is both a lexical verb 'do, make' and a causative:

laissez peut être un mot principal, dans laissez cela par example; mais ici [in laissez venir à moi les petits enfants] laissez venir forme un ensemble, où laissez est, en quelque mesure, un auxiliaire.  (1926:134)

Since Meillet's recognition and naming of grammaticalization as a distinct phenomenon worthy of study, the topic has attracted the attention of a few scholars, notably Kuryowicz, who defined it in similar terms:

Grammaticalization consists in the increase of the range of a morpheme advancing from a lexical to a grammatical or from a less grammatical to a more grammatical status, e.g. from a derivative formant to an inflectional one. (1965:69)

However, the phenomena of grammaticalization have not been of central interest to most scholars of historical or synchronic linguistics, and it is only since about 1970 that it has begun to be systematically studied; it became the subject of sustained cross-linguistic investigation by the scholarly community only in the 1980's.  Important contemporary works and collections include Givón 1979, C. Lehmann 1986, 1995, Heine & Reh 1984, Heine, Claudi, and Hünnemeyer 1991, Heine 1993, 1997, Hopper and Traugott 1993, Traugott & Heine 1991, Rissanen et. al. 1997, Ramat and Hopper 1998, and Fischer et. al. 2000.

The word grammaticalization (grammaticization and grammatization are also used in the same sense) implies a process of becoming "grammatical".  The reference can be taken as being to lexical morphemes becoming grammatical ones, or, more broadly, to any linguistic construct (a morpheme, syntactic construction, or discourse pattern) becoming part of the grammatical system of a language.  Recently scholars have begun to use the term to refer to shifts from more pragmatic to more grammatical function of syntactic constructions, e.g. the development of subject from topic constructions (see e.g. Givón 1979, 1989).

Grammaticalization involves changes in each of the three basic areas of linguistic structure:  semantics/pragmatics, morphology/syntax, and phonology.  The shift of a lexical form to a grammatical function involves, first, some shift in its semantic and/or pragmatic function.  This is the necessary precondition for a shift in syntactic category, a reanalysis of the syntactic construction.  These two shifts in turn result in destressing of the grammaticalized morpheme, resulting in phonological reduction and cliticization, which in turn can lead to morphologization.  The process is essentially unidirectional (Haspelmath 1999); the development of lexical from grammatical forms, while attested, is rare.  Two fundamental questions outline the topic of grammaticalization:  when, how, and why does a lexical form grammaticalize, and what specific types of grammatical formative develop from what specific types of lexical item?

5.1.2. Grammatical and lexical meaningtc \l3 "5.1.2. Grammatical and lexical meaning
The phenomenon of grammaticalization has important implications for the traditional notion of "lexical" vs. "grammatical" morphemes.  On the one hand, the traditional conception of grammaticalization as the passage of a form from the first to the second of these categories relies crucially on this distinction.  On the other, the actual phenomena which we discover in studying cases of grammaticalization show that, like many other dichotomous categorizations in linguistics, this distinction is in fact a gradient rather than a clear split, and that forms must be thought of as more or less grammatical rather than simply as grammatical or lexical.

While it is easy to find unambiguously lexical and unambiguously grammatical morphemes, it is notoriously difficult to draw a clear dividing line.  Thus prepositions and subordinating conjunctions are more lexical than case inflections, but less lexical, and more likely to have syntactic as opposed to lexical value, than ordinary nouns and verbs.  Grammaticalization research shows that historical change is almost always from more lexical to more grammatical status.  All such change is grammaticalization, the shift of a relational noun or serialized verb into an adposition just as much as the shift of a adposition to a case desinence.

The gradual nature of grammaticalization also calls into question the common conception of purely grammatical meaning.  There is a strong correlation between the semantics of lexical items and their potential for grammaticalization--for example, future tense constructions develop from verbs originally meaning 'want' or 'go'.  If the meanings of grammatical forms derive by regular processes from lexical meaning, then grammaticalization provides a key to our understanding of the notion of grammatical meaning (Bybee 1988, Sweetser 1988, Heine et. al. 1991, Heine 1993).  The fact that not only do grammatical morphemes develop from lexical morphemes, but that specific types of grammatical morpheme regularly develop from lexical forms with particular meanings, suggests that grammatical meaning must to some degree have the same sort of semantic content as lexical meaning, rather than being purely structural.

5.1.3. Theoretical significance of grammaticalization studiestc \l3 "5.1.3. Theoretical significance of grammaticalization studies
Already in 1912 Meillet points out that grammaticalization, though equally as important as analogy in the development of new grammatical forms, had received much less attention in historical linguistics.  From a modern perspective, informed by knowledge of a wider range of languages, we can assert that grammaticalization is in fact much more important than analogy; nevertheless until recently it has continued to receive less attention than it merits in historical and general linguistics.

One reason for this neglect is that the facts of grammaticalization pose a serious challenge to a fundamental aspect of structuralist synchronic analysis, an aspect which remains fundamental to the much contemporary work in the generative paradigm.  A structuralist or generative model consists of an inventory of syntactic categories and a set of rules for combining them into larger structures.  The initial problem posed by examples such as Meillet's is that in such data we seem to find one and the same morpheme as a member of two or more categories (e.g. in Meillet's example as both copula and tense auxiliary).  On further examination of such data the problem worsens, as it often is difficult or impossible, at least on any non-ad hoc basis, to assign some uses of an etymon to one or another category.

Grammaticalization sensu strictu involves the shift of morphemes from one form class to another, and often involves the innovation of a new form class.  Thus in grammaticalization we find evidence bearing on the nature of morphosyntactic categories and their place in the organization of grammar.  We regularly find cases in which grammaticalizing forms occupy intermediate categorial status.  For example, in modern English we find a range of more and less verb-like characteristics among grammaticalizing forms such as used to, want to, ought to, etc.  (Bolinger 1980).  Such data call into serious question the adequacy of any model of linguistic structure which takes the notion of discrete, clearly defined morphosyntactic categories as a theoretical given.

Another traditional distinction which requires reevaluation in the light of modern studies of grammaticalization is the opposition of synchronic and diachronic analysis.  Some scholars (especially Hopper 1987, 1991; cf. Givón 1989), are now suggesting that our traditional notion of a static synchronic "state" of a language in which every morpheme and construction can be unambiguously assigned a categorial place in the grammar is not only an idealization, but an unrealistic one, and that viewing grammar in terms of the fluid categories and indeterminately syntacticized constructions which are the stuff of the diachronic study of grammaticalization provides a more adequate basis for understanding the "synchronic" structure as well as the diachronic changes in language.

5.2. An overview of grammaticalizationtc \l2 "5.2. An overview of grammaticalization
5.2.1. Grammaticalization exemplifiedtc \l3 "5.2.1. Grammaticalization exemplified
The study of grammaticalization reveals recurrent patterns for the origin of particular grammatical structures.  For example, causative morphemes regularly develop from serialized or complement-taking verbs with meanings like 'make', 'give', or 'send (on an errand)'.  Dative case markers originate in 'give' verbs or in locative/allative markers, and locative and allative markers derive diachronically from relational nouns or from verbs of location, position, and motion.  One important aspect of ongoing research on grammaticalization is the cataloguing of typical sources for various grammatical constructions, which show common patterns throughout the world. 
As a typical example, we may consider the origin of grammatical tense categories.  While Bopp is still criticized for his promiscuous identification of Sanskrit conjugational endings as grammaticalized copulas, the mechanism which he suggested as the origin of verbal desinences in Sanskrit is one which is widely attested in languages of the world (e.g. Givon 1971, Haas 1977, Heine & Reh 1984).  A well-known example is the development of the modern French, Spanish, and Italian synthetic future conjugations from fusion of auxiliary habere 'have' with the infinitive, so that e.g. Fr. chanterai 'I will sing' reflects a Vulgar Latin morphologization of an earlier infinitive + auxiliary construction cantare habeo (cf. Benveniste 1968, Hopper and Traugott 1993).  While in the world's languages we can find many tense affixes for which no etymology is recoverable from available data, and there are occasional examples of tense morphology with other origins (e.g. in morphologized adverbs), in the vast majority of cases, if the origin of morphological tense markers can be traced, they will be found to originate in auxiliary verb constructions of some sort.

Auxiliary verbs, in turn, represent grammaticalizations of originally biclausal syntactic constructions, in which the potential auxiliary is a finite verb with a complement clause, or the highest verb in a serialization construction.  We can illustrate the sequence with a grammaticalization series from modern Central Tibetan (DeLancey 1991).  Tibetan, like many verb-final languages, makes abundant use of a clause-chaining structure in which only the last of a sequence of clauses has tense/aspect/evidentiality marking.  Preceding clauses are marked with a subordinator, here glossed 'NF' for "non-final", which functions only to mark them as non-final clauses in a chain.  It is common for two chained clauses to share all arguments, with the result that their verbs occur in sequence, separated only by the NF morpheme:

1)
khos   kha=lags zas-byas phyin-song

he:ERG meal     ate NF   went-PERF

'He ate and left.'

There is a small set of verbs which can occur as the second member of such a sequence without intervening NF marking.  These thus constitute a distinct syntactic subcategory, which we can categorize as auxiliaries.  The difference between the two constructions can be illustrated using the same etymon, bzhag, which as a lexical verb means 'put', and as a grammaticalized auxiliary forms a perfect construction:

2)
kho phyin-byas bzhag-pa red

he  went  NF   put   PERF

'He went and put it there.'

3)
kho phyin bzhag-pa red

he  went  put   PERF

'He has gone.'

In the auxiliary construction (3), bzhag is still clearly the main verb; it carries full lexical tone, and takes tense/aspect marking.  The same etymon occurs also in an even more grammaticalized construction, as a suffix marking inferential perfect:

4)
kho phyin-zhag

he  went-PERF/INFERENTIAL

'He has left (I infer).'

Here the lexical verb phyin is the main verb.  Zhag is unstressed and phonologically reduced, and represents still another morphosyntactic category, that of tense/aspect/evidentiality suffix.

5.2.2. Stages of grammaticalizationtc \l3 "5.2.2. Stages of grammaticalization
Discussion of processes of historical change traditionally present a series of "stages" leading from an initial to a final state, with the implication that these stages are themselves distinct states of linguistic structure.  This can be a useful idealization, as long as it is recognized as an idealization of what is in fact a continuous phenomenon (cf. C. Lehmann 1985, which develops a scale for assessing the degree of grammaticalization of a morpheme).  But the overall process of grammaticalization is perhaps better conceptualized in terms of a number of processes, some of which facilitate, precondition, or promote others, but which do not necessarily proceed strictly serially.

The starting point of the process is a productive syntactic construction:  NP with genitive dependent, matrix with complement clause, conjoined or chained clauses, etc.  The precondition for grammaticalization is that there be some lexeme or lexemes which occur frequently in this construction for some semantic/pragmatic reason:  potential relational nouns like 'top', 'face', 'back', regularly used to provide further locational specification in NP's used as locatives, phasal or other complement-taking verbs like 'finish' or 'want', semantically nonspecific transitive verbs like 'use' or 'hold' conjoined or serialized with more specific verbs.  This usually involves a lexeme with a very general meaning, which can therefore be used in a wide range of contexts.  Thus a verb meaning 'finish' is much more likely to metamorphose into an aspectual marker, and thus potentially to enter the morphological system, than one meaning 'buy' or 'repair', which are initially usable in a much smaller range of semantic/pragmatic contexts.

This situation, in which a particular construction--a productive syntactic structure with a specific lexeme in a specific slot--is a useful and regularly-used locution in the language, i.e. where speakers regularly refer to 'the face of NP', 'finish VP', etc., is the initial point of grammaticalization.  We can refer to this situation as "functional specialization" of the construction.  The next step is for the lexeme to undergo a certain amount of "semantic bleaching", to use Givón's term, or, put another way, for the locution to be used in an extended set of contexts, including some in which the literal meaning of the lexeme is not applicable:

... without an external change of its exponent a category may undergo important internal (functional) changes due simply to an extension of a limitation of its range.  The logical principle of the mutual relation of range and content has to be applied in such a case:  the increase of the range of a given category entails the impoverishment of its content, and vice versa. (Kuryowicz 1965:57-8)

This can often be observed even in forms which have not undergone any formal grammaticalization.  For example, finish in English is often used to mean simply 'stop', so that one can say I've finished writing for today, even when the project on which the speaker is working is far from completed.  A more grammaticalized example is the Tibetan verb sdad 'sit', which is currently developing into a progressive auxiliary.  It can now occur in sentences such as (5):

5)
kho rgyugs=shar slod(‑ni) sdad‑zhag

he  run             (-NF) sit-PERF

'He was running, kept running, was always running.'

The semantic incompatibility of 'run' and 'sit' is such that sdad cannot possibly be interpreted with its original lexical sense here.  The structure thus cannot be a simple case of verb serialization, but represents an early stage of grammaticalization.

The next stage of grammaticalization occurs when this lexeme begins to "decategorialize" (Heine et. al. 1991; for further examples see Matisoff 1991), i.e. to lose the morphosyntactic behaviors characteristic of its original category.  (This is a broad notion which includes more specific concepts such as C. Lehmann's (1985:307) "morphological degeneration ... the loss of ability to inflect").  For example, in the English construction on top of NP, top, while clearly a noun in origin, is un-nounlike in several respects.  It lacks an article, and it cannot pluralize:  we can say on top of all the houses, with top as a relational noun, or on the tops of all the houses, with top as an ordinary noun, but we cannot pluralize the relational noun:  *on tops of all the houses.

Note that top in its relational noun use is already semantically bleached, in that the top of NP necessarily refers to a specific part of the object, while on top of NP simply refers to whatever side of it is uppermost at the moment.  (E.g. if a refrigerator is lying on its back, something resting on the door, which is the uppermost surface, is on top of the  refrigerator, but is not on the top of the refrigerator).  This is typical, and apparently universal; it is easy to find lexemes, like English finish, which have undergone some semantic bleaching without any morphosyntactic decategorialization, but decategorialization does not occur without some prior functional shift, toward either grammaticalization or lexicalization.

From this point we have a continuous process of further decategorialization and phonological reduction.  One possible outcome is recategorialization (cp. C. Lehmann's (1985) "paradigmaticization").  There may already exist a morphosyntactic category into which the grammaticalizing form will fit and which it can enter.  For example, the English preposition atop represents one endpoint of the grammaticalization of a noun 'top'.  Or, if similar changes are occurring involving several functionally related morphemes, they may become a new paradigmatic category--a famous example is the English modals.

The final stages of grammaticalization are cliticization and morphologization, in which a grammaticalized form becomes increasingly bound phonologically and syntactically to a lexical head.  While outlines of grammaticalization sometimes present this as a necessary final step, it is not; grammaticalized forms may remain as auxiliaries or "particles", never becoming bound.  The exact conditions which determine whether and to what extent morphologization will occur are as yet not well-understood, though they appear to have to do with stress patterns and with word-order typology--morphologization appears to be more common in verb-final than in verb-medial languages, for example.  (For some discussion see W. Lehmann 1973, Donegan and Stampe 1983).

5.2.3. The cycletc \l3 "5.2.3. The cycle
The best-known version of the idea of discrete ordered stages in historical change is the hypothesis of the "morphology-syntax cycle".  The traditional version describes an essentially mechanical sequence.  Morphology is by its nature subject to phonological erosion, which over time reduces the distinctiveness of affixes to the point where essential distinctions are lost.  In the face of this languages resort to grammaticalization as a therapeutic measure, creating new periphrastic grammatical constructions to replace lost morphological forms.  Since grammatical formatives, whether free or bound, do not normally carry accent, newly-grammaticalized forms are now subject to phonological reduction, and over time cliticize, and eventually develop into new morphological constructions.  These now are by nature subject to phonological erosion, and over time the new formation loses distinctiveness, and a new cycle takes place.

It has sometimes been suggested that this is a typological cycle, i.e. that every language passes through successive analytic and synthetic stages (cf. Hodge 1970).  This is certainly open to doubt, and in any case would be impossible to document for most languages and families.  A more plausible claim is that the cycle operates at the level not of whole-language typology, but of the instantiation of particular functions, so that, for example, tense marking, or even more specifically the expression of a particular tense category, in a language will alternate between periphrastic and morphological encoding.  Examples at this level are easier to find; consider for example the contemporary competition of the French morphological future--itself the end-point of grammaticalization of an earlier periphrastic construction with 'have'--with a new periphrastic future in aller 'go':  je chanterai vs. je vais chanter 'I will sing'.

While there is no doubt that the cycle is a descriptively useful schema for interpreting historical change, the traditional explanatory account which accompanies is empirically inadequate.  In the traditional description, the rise of new periphrastic constructions is motivated by, and thus follows, the loss of older morphological ones:

That which is termed construction occurs, as we have seen, only as a consequence of decay, and that which is termed decay is but the continuation of this process.  Construction is impossible without the aid of syntax.  Such a process of construction may take place at any period, and new constructed material never fails to offer its compensation whenever decay has set in beyond certain proportions.  (Paul 1891:401-2, orig. 1920:351)

Such interpretations of diachronic development effectively assume an information-theoretic functional model of language in which there is a fixed set of functions which linguistic structure must be able to handle, and some inherent pressure to avoid redundancy.  The simple picture of the cycle is one in which a language at any given synchronic stage has one mechanism to carry out each essential function, and as this mechanism wears out it must be replaced by a new one so that the function will not be lost.  Thus, for example, Benveniste (1968), in discussing the innovation of periphrastic grammatical constructions which constitutes the first step of what we call grammaticalization, labels it "conservative mutation", explicitly assuming that periphrastic constructions develop to replace earler morphological constructions in the same function.

However, there is abundant evidence that this model is too simple.  It is not the case that a language will have only one functioning means of expressing a particular meaning at a given stage, or that serious phonological erosion of one construction is a necessary condition for the rise of another (DeLancey 1985, Hopper 1991, Hopper and Traugott 1993).  Consider, as a simple example, the gradual replacement of the French inflected past and future verb forms by periphrastic constructions with avoir and aller.  There is clearly a stage in this development (i.e. modern French) where the inflectional and periphrastic constructions co-exist, where the new construction is already grammaticalized while the older one remains functional.  Arguably we could claim that the traditional account has the direction of causation backwards, that it is in fact the development of the new construction which leads to the loss of the old, rather than the decay of the older one leading to the development of a new replacement (Bybee 1985, DeLancey 1985).

5.2.4  Sources and Pathwaystc \l3 "5.2.4  Sources and Pathways
Grammaticalization processes are not random; particular types of grammatical formative tend to develop from specific lexical sources.  Recent studies have made considerable progress in developing a catalogue of such pathways of development (Traugott 1978, 1988, Ultan 1978, Givón 1979, Heine and Reh 1984, Bybee 1988, Bybee, Perkins and Pagliuca 1994, Bybee and Dahl 1989, Heine et. al. 1991, and various papers in Traugott & Heine 1991).

The best studied category of nominal morphology is case inflection.  Since the functions of case inflection and adpositional marking show considerable overlap--indeed in many languages case marking is accomplished by adpositions rather than inflections--we should expect to find a diachronic connection between the two.  Indeed, case inflection does ordinarily develop from cliticization and subsequent morphologization of postpositions (Kahr 1975); examples of morphologization of prepositions appear to be rare.   Postpositions and prepositions both develop either from serial verbs or from relational noun constructions.  Other categories of nominal inflection have not been as well-studied, but see for example Greenberg (1978) on the origin of gender marking.

Verbs, of course, show a much wider range of common inflectional categories than nouns, but most of these come from the same proximate source, auxiliary verbs, which are the typical source of tense/aspect and modality marking, deictic specification, and causative, benefactive, and other "applicative" constructions.  The other common morphological category in verbs, person and number agreement, arises most commonly from the morphologization of unstressed, non-contrastive pronouns.

Auxiliary verbs develop from lexical verbs through two types of construction: either complementation or clause-chaining.  Since European languages are not prone to clause-chaining, many of the best-known examples of the development of auxiliaries and hence verbal inflection arose from complement constructions; for example, the French synthetic future represents reanalysis and subsequent morphologization of the infinitive form as a complement of the verb habere 'have'.  The path from clause-chaining through verb serialization to auxiliarization is also widely attested.  For example, the Lhasa Tibetan perfect/perfective paradigm includes, among other forms, an inferential perfect -zhag /-ša/ and a volitional perfective ‑pa yin /-pay/, reduced in running speech to /‑p/.  The first of these developed from a serial verb construction with the verb bzhag 'put', originally a grammaticalization of clause-chaining constructions along the lines of (6):

6)
sha  btsabs-nas bzhag

meat chop-NF    put

'chop the meat and put it (aside)'

The second developed from a nominalized clause (-pa is a nominalizer) as the complement to a higher copula (yin), so that the modern perfective construction V-p reflects an older structure *[S-pa] yin.  Special note should be made of this second pattern, which exemplifies a cross-linguistically very common phenomenon of tense/aspect and/or evidentiality marking through the grammaticalization of copulas.

5.3.  The process of grammaticalizationtc \l2 "5.3.  The process of grammaticalization
5.3.1 Functional aspects of grammaticalizationtc \l3 "5.3.1 Functional aspects of grammaticalization
We have referred to the notion of "functional specialization" as prerequisite to grammaticalization.  The essential precondition for grammaticalization is that a lexical form have some special functional status which distinguishes it from other members of its syntactic category.  We can describe three paths to grammaticalization:  semantic specialization through metaphor, Reanalysis through pragmatic inference, and what we may call "referent conflation".  It must be emphasized that these are not presented here as competing explanations; all are clearly attested as occurring.  Moreover, they are not mutually exclusive, and particular cases of grammaticalization may be best explained in terms of some combination of these processes.

Many examples of shift from a lexical to a more grammatical meaning for a morpheme involve metaphorical extension.  One example that has been well-explored is the "body-part model" for the development of spatial expressions.  In a wide range of languages some or most of the relational nouns which express spatial relations such as 'front' and 'back', and eventually adpositions derived from these relational nouns, are drawn from body-part vocabulary (see e.g. Friedrich 1969, Brugman 1983, Heine et. al. 1991).  Among the commonest such semantic transfers are expressions for 'on' derived from nouns meaning 'head', for 'behind' from 'back', for 'in front of' from 'face', and for 'inside' from 'belly'.

Another well-explored metaphorical field is the wide range of "localist" phenomena in which spatial expressions are used with temporal, logical or other meaning (Anderson 1973, Traugott 1978).  The most prevalent example of this is the use of forms meaning 'at', 'from', and 'to' to express temporal as well as spatial relations, which is so universal as to leave open to question in what sense it is appropriately considered to be metaphorical.  Another is the common development of perfect or past tense constructions from constructions with 'come', and of futures from 'go' (Traugott 1978).  A well-explored type of abstraction from one cognitive domain to another is the development of grammatical from spatial (or "local") case forms (Anderson 1971, DeLancey 1981); the most widely attested development is the origin of dative case markers from locative or allative adpositions (e.g. English to, French à, and their cognates in other Germanic and Romance languages).

Another line of explanation for semantic shift, sometimes referred to as metonymic (Heine et. al. 1991), finds the initial shift in the transfer of the primary meaning of the construction from one to another aspect of the situation to which it applies.  For example, we often find perfective constructions developing from verbs meaning 'go', ultimately deriving from serial verb constructions meaning 'did X and then went'; the obvious inference that the doing was completed before the doer left ceases to be merely an inference and becomes the primary semantic content of the construction.

As we will note below, grammaticalization typically involves the flattening of a syntactic structure--a biclausal construction is reanalyzed as a single clause, or a NP with another NP embedded within it is reinterpreted as a single adpositional phrase.  This syntactic reanalysis is driven by a semantic reinterpretation in which two coneptually distinct referents are reinterpreted as one.  For example, in an ordinary genitive construction like the leg of the table, each lexical noun refers separately; although the leg is part of the table, the NP makes distinct reference to the table and its leg.  An adpositional construction such as on the table, in contrast, refers only once.  Thus in the development of an adposition from a relational noun, e.g. atop from *on the top of, we see the conflation of two referents into one.

5.3.2 Syntactic aspects of grammaticalizationtc \l3 "5.3.2 Syntactic aspects of grammaticalization
Functional specialization is an ubiquitous phenomenon; lexemes with certain semantic characteristics tend to be almost automatically specialized in this sense to some degree.  While these functional factors are the engine which drives the process, most linguists do not recognize grammaticalization per se until actual changes of grammatical structure have occurred.  (But cf. Hopper 1987, Givón 1989 for suggestions that this distinction is to some extent artificial).  The critical patterns of structural change relevant to the development of morphology are concerned with changes in constituent structure, particularly head-dependent relations, and changes in the status of the morphosyntactic boundaries setting off the grammaticalizing morpheme.

Consider again the three stages of grammaticalization illustrated by the Lhasa Tibetan examples (10-12):

10)
kho phyin-byas bzhag-pa red

he  went  NF   put   PERF

'He went and put it there.'

11)
kho phyin bzhag-pa red

he  went  put   PERF

'He has gone.'

12)
kho phyin-zhag

he  went-PERF/INFERENTIAL

'He has left (I infer).'

In (10), we can identify bzhag as both the syntactic head and the semantic/pragmatic center of the construction.  Syntactically, it is the finite verb, and in the rightmost position which in Tibetan is characteristic of heads.  Semantically, the 'putting' is the primary foregrounded information; the informational contribution of 'went' is essentially adverbial.  In (11) the syntactic and functional analyses are no longer congruent: while bzhag remains the syntactic head, as noted previously, phyin is the lexical verb and the information focus.  By the stage illustrated in (12), the shift of informational focus is complete, and by many analyses the head-dependent relations have also shifted.  Some modern interpretations of the head-dependent relation would identify zhag as still the head of its construction; in any framework with this feature the description of the changes involved in grammaticalization is simpler, since it does not have to involve reanalysis of the head-dependent relations in the construction.

Accompanying each of these shifts is a downgrading of the boundary between the two verbs.  In (10), the two verbs are in two distinct clauses, and a clausal boundary separates them.  In (11) there is only one clause, but the lexical verb phyin and the auxiliary bzhag remain separate words.  In (12) ‑zhag is a suffix, with a morpheme boundary corresponding to the word boundary in (11) and the clause boundary in (10).  The mechanics of this sort of boundary downgrading and erasure are discussed at length by Langacker (1977).

5.3.3  Grammaticalization and Lexicalizationtc \l3 "5.3.3  Grammaticalization and Lexicalization
A lexical morpheme which loses its autonomy may follow various career paths, which we can broadly categorize as grammaticalization and lexicalization.  (I use "lexicalization" here to refer to the process by which originally independent lexemes become parts of new lexical items; the term has several other uses, including one, essentially the converse of grammaticalization, in which it refers to an inflected form leaving its paradigm and becoming a distinct lexeme; the best-known category of example is the development of adverbials from oblique case-forms of nouns).  The difference is in whether the output of the process is a new lexeme or a new construction.  For example, consider the ENE and now dialectal progressive prefix a- in English, as in:

(13)
I'm a-wanting for to go.

This represents grammaticalization of an earlier preposition.  Exactly the same process of phonological reduction and cliticization of a preposition is the source of the a- in atop.  In this case, the end product of the process is, not a new construction, but a single lexical item, and thus an example of lexicalization.  (As discussed above, the shift of top out of the open class of nouns, and the creation of a new member of the closed class of prepositions, are more profitably discussed as grammaticalization).

Obviously this distinction depends on the distinction between lexical and grammatical morphemes, and thus like that distinction must be viewed as a continuum rather than a dichotomy.  For example, the same reduction of a preposition discussed in the preceding paragraph also produced the odd family of a- adjectives (awake, asleep, alone, etc.)  In terms of productivity this development lies somewhere between that of atop and the entirely productive progressive prefix.  Here the process created a new subcategory; the resulting forms differ from most adjectives in that they cannot occur in prenominal position (*an alone man).  But as a new category this has no other repercussions in the grammar, since there is no new grammatical construction associated with it, and it is not particularly useful to consider this as an example of grammaticalization.

Occupying the middle ground between lexicalization and pure grammaticalization is the development of derivational morphology, which as Paul points out is not systematically distinguishable from the origin of inflection:

Inflexional suffixes take their rise in the same way as derivative suffixes. In fact no sharp line of demarcation between the two exists at all.  (Paul 1891:400, orig. 1920:349).

For the purposes of grammaticalization theory the most useful criterion for identifying grammaticalization is the degree to which the output of the process is a new productive construction, i.e. a new element of grammatical structure, as opposed to simply a new set of (one or more) lexical forms.


Lecture 6: Two Questions of Phrase Structuretc \l1 "Lecture 6: Two Questions of Phrase Structure
Singlet categories like English better and Klamath dola are awkward for a phrase structure grammar.  Better is not just a particle--it has a fixed configurational position, it has to be under a labelled node.  But there is no label that fits it.  In desperation, we can disclaim responsibility for such constructions, dispatching them to some theory of idiom where they don't need to have a legitimate syntactic structure.  In the first part of this lecture we will talk about systematic data, which cannot be set aside this way, which call into question some widespread beliefs about phrase structure.

In both formal and typological analysis of the last generation, constituent order has been a major focus of interest.  In Generative Grammar, it is the stuff of phrase structure, X' theory, and the issue of non-configurationality; for typologists it is the heritage of Greenberg.  In the second part, we will present the Functionalist interpretation of the well-known cross-categorial ordering correlations, in the course of which we will pursue the idea of diachronic explanation for synchronic facts.

6.1  The Gradience of Categoriestc \l2 "6.1  The Gradience of Categories
One conspicuous difference between functionalist and formalist theory and analysis is the functionalists' recognition of the gradience of syntactic categories.  While some such idea could conceivably be incorporated in generative theory with a greatly expanded theory of syntactic distinctive features, the field has never shown any interest in the problem; as Newmeyer says: 

[W]hat has remained constant, for the past two decades at least, is the idea that among the primitives of grammatical theory are discrete categories whose members have equal status as far as grammatical processes are concerned.  That is, the theory does not regard one lexical item as being "more of a noun" than another, or restrict some process to apply only to the "best sorts" of NP. (Newmeyer 2000:221)

Newmeyer here is addressing the issue of relative nounhood and semantic prototypes--whether nouns with less prototypically THING-y referents are actually less nouny.  This issue arises in connection with another conspicuous characteristic of functional analysis--the recognition that variations in the frequency with which different forms occur in particular diagnostic constructions constitute legitimate data:

[S]tructuralist models banish statistics and considerations of frequency as ways of characterizing the relations among constructs.  They do this because they are simply models of categories and their relations.  But it is far from obvious that the grammar should treat the least frequent forms in the same way as it treats the most frequent.  Differences in strength and entrenchment among the constructs of a linguistic system would be expected to have a role in determining the behavior of the constructs in any psychologically valid model.  (Noonan 1999:21)

We will return to the issue of statistical arguments again.  But our primary interest in this course is in syntactically gradient categories, whose gradience can be demonstrated by traditional syntactic methods, without recourse to statistical or discourse-based arguments.  In this section we will see nouns that are less than nouns, and in subsequent lectures we will encounter many verbs that are less than verbs.  

6.1.1  Relator Nouns and the gradience of categoriestc \l3 "6.1.1  Relator Nouns and the gradience of categories
Pace Newmeyer, there are most certainly nouns that are syntactically less nouns than others, and verbs that are less verbs than others--relator nouns and serial verbs and auxiliaries, respectively.  Auxiliaries will come later, when we talk about clause combining.

There are--as a matter of simple observational fact--nouns which are less nouny than others.  These are variously named; I will use relator noun, following Starosta (1985).  In English, these are the nouns in constructions like on top of, in front of, in back of, and on behalf of.  These are clearly noun stems, and are functioning as nouns in being the argument of one PP and the head noun modified by another.  But they lack all other noun features.  They cannot have articles, or pluralize:  we can say on top of all the houses, with top as a relational noun, or on the tops of all the houses, with top as an ordinary noun, but we cannot pluralize the relational noun:  *on tops of all the houses.  They cannot, in fact, take any modifiers at all:

63)
in the very front of the hall

64)
*in very front ...

65)
on his disinterested behalf

66)
*on disinterested behalf of him

That is to say, they cannot do most of the things which we expect a lexical noun to do as head of its phrase.

So, what is the phrase-structure of on top of the refrigerator?  It has to be:

67)


P'

                  /   \

                 /     \

    Prep

Z

               |       /   \

               |      /     \

|
N

PP

               |    |        /  \

               |    |       /    \

|
|   Prep

NP

               |    |    |        /  \

               |    |    |       /    \
on  top   of    the refrigerator

But, what is the Z node?  Not a true N'' or NP, because it cannot expand fully--it can dominate only a N and a genitive PP, nothing else.  We either need a new node label, or more exception features, for a subcategory of Nouns which cannot head N'',
 and can in fact head only one specific structure of N'.

Now, another way of looking at this problem is from the other end.  As constructions like this grammaticalize, they often coalesce into new adpositions, e.g. on top of > atop:

68)


PP

                  /   \

                 /     \

    Prep

NP

               |       /   \

               |      /     \

|
Det
    N

               |    |        |

               |    |        |

    atop the refrigerator

So perhaps we can take on top of as being a single, complex preposition:

69)


PP

                  /   \

                 /     \

    Prep

NP

               |       /   \

               |      /     \

|
Det
    N

               |    |        |

               |    |        |

    on top of the refrigerator

We'll return to this question directly.  In the mean time, let's look at some more complicated data of the same kind from Tibetan.

6.1.2  Postpositions and Relator Nouns in Tibetantc \l3 "6.1.2  Postpositions and Relator Nouns in Tibetan
Classical Tibetan has a small set of spatial postpositions; RN constructions are quite common, and provide the additional specificity of English prepositions:

70)
dbyug=pa=can-gyis ba=glang de  khyim-gyi nang-du    btang-ba 
P.N.-ERG          ox       DEM house-GEN inside-LOC let.go

'Yugpacan let the ox go inside the house.'

There are certain nouns, of which nang is one, which in the texts occur primarily or exclusively in the RN construction.  Syntactically, however, they still behave like head nouns in their PP construction, occurring regularly with genitive marking on the dependent noun and a locative postposition on the RN.  Thus the syntactic status of Classical Tibetan nang is the same kind of problem as English relational top.  That is, assuming a structure something like:

71)

         PP

    
     
        /  \

                /      \

               Z         \

     
         /  \         \

            /      \         \

           PP       N?         P

         /   \      |          |

        NP    P     |          |

        |     |     |          |

      khyim  gyi  nang        la

we have no appropriate label for the "Z" node.  As in English, there is no possibility of modifying nang or in any way including any other NP elements besides the PP.  Thus Z is not an ordinary noun phrase.  It is, in fact, a fixed structure, into which a small set of elements like nang can fit.  Thus nang is not really a noun, or it is a defective noun--in any case, it does not participate in most of the syntactic constructions appropriate to nouns.

In modern dialects we find further diachronic developments which confuse the picture even further.  In spoken Lhasa, for example, along with well-behaved RN constructions like those in (72-73):

72)
blo=bzang-gi don=dag-la

Lobsang-GEN  benefit-LOC

'for Lobsang, for L's benefit'

73)
rkub=kyag-gi mdun-la

chair-GEN    front-LOC

'in front of the chair'

we find that several of the commoner RN's now occur without genitive marking on the dependent noun:

74)
zim=chung(*-gi) nang-la

bedroom(*-GEN)  in-LOC

'in the bedroom'

75)
rkub=kyag(*-gi) sgang-la

chair(*-GEN)    on-LOC

'on the chair'

For many (I suspect most) speakers, the genitive is simply ungrammatical in examples like (74-75).  (To add some additional complication to the problem, with personal nouns (pronouns, names, and nouns referring to individuals), even the more grammaticalized forms require genitive marking: blo-bzang*(-gi) sgang-la 'on Lobsang').  So now we have subcategories within our subcategories.

A somewhat more complex situation is found in Tamang,
 a very close relative of Tibetan:

76)
tim(*-ki) phe-ri

'above the house'

77)
tim(-ki) naη(-ri)

'in the house'

78)
tim(-ki) tso-ri

'on the house'

79)
tim??(-ki) dzara-ri

'under the house'

80)
tim*?(-ki) ti-ri

'below (e.g. downhill from) the house'

Certain RN's require both genitive marking and a locative postposition.  With others, genitive marking is optional; individual items vary in the extent to which genitive marking is preferred.  At least one, phe 'above', rejects genitive marking.  Note that naη, at least, can occur in four different surface patterns:  as a well-behaved RN (tim-ki naη-ri), as a full-fledged postposition (tim-naη), and in two constructions which are not easily describable (tim-ki naη and tim naη-ri).

6.1.3  Problems of Phrase Structuretc \l3 "6.1.3  Problems of Phrase Structure
I have pointed out above the difficulties of accounting for true relator nouns in an orthodox phrase-structure grammar.  But for the sake of argument, let us assume that the description of the syntactic structure of Classical Tibetan is not problematic.  Nang is a noun, and la a postposition, and simple standard-issue PS rules are sufficient to describe all PP's:

81)
         PP

                  /  \

                /      \

               NP        \

              /  \         \

            /      \         \

           PP      N          P

         /   \     |          |

        NP    P    |          |

        |     |    |          |

    khyim    gyi  nang        la

Likewise, the fully-grammaticalized endpoint of the process, illustrated by Tamang naη used as a postposition, is straightforward:

82)


    PP

                      /   \

                    /       \

                   NP       P

                   |        |

                  tim      naη
And, as we will discuss in more detail later, the diachronic interpretation of the entire data set is likewise straightforward:  we can see Tibetan losing an old set of postpositions to morphologization, and innovating a new set out of former RN's.

But what of the synchronic analysis of the intermediate stages?  In Tamang, we could perhaps argue that a phrase like tim naη-la represents the structure (71, 81) with optional deletion of the genitive postposition.  (This of course does nothing to explain the difference in ease of deletion depending on the lexical identity of the head noun).  But in a phrase like Lhasa zim=chung nang-la 'in the bedroom' we cannot, since the genitive does not occur there.  The only sequences of ordinary nouns within a constituent which occur in LT are in appositional constructions, which zim=chung nang is clearly not.  Otherwise, one N must be the head of its phrase, and the other marked as a dependent by genitive case.  Thus the behavior of nang is not that of an ordinary noun.  However, there are no sequences of true postpositions, that is, there is a paradigmatic set, consisting of la, nas, associative dang, the genitive gi, and the ergative/instrumental gis, which are mutually exclusive, with only one possible per phrase.  Thus nang cannot belong to this set either.  It therefore belongs to a distinct category, or a distinct subcategory of either N or P.  But which, and why?

Even for those RN's which still take a genitive argument, there are other problems with simply labelling them as nouns.  Consider, for example, Tibetan kor:

83)
blo=bzang-gi kor

Lobsang-Gen  about

'about Lobsang'

It does look superficially like a well-behaved NP, with kor as the head noun.  But it's not, because it cannot have any other NP elements.  That is, parallel to

84)


N''

                  /   \

                 N'    Spec

               /   \     |

              P''   N   Det

            /  \    |    |

 /____\   |    |

      blo=bzang-gi  rta  de

 Lobsang-GEN   horse that

'that horse of Lobsang's'

There is no *blo=bzang-gi kor de 'that about Lobsang, that story of Lobsang ...'  Thus (83) cannot have the structure:

85)

  N''

                 | 

                 N'

               /   \

              P''   N

              |     |

      blo=bzang-gi  kor

And thus it is not simply a NP--whatever it may in fact be.

And the problem is equally serious for Tibetan.  What is the correct analysis of N nang-la?  We cannot treat it as a lexicalized fused form quite so easily as we did English on top of, for the true postpositions show a paradigmatic alternation here:  nang-la 'inside', nang-nas 'from inside', nang-na 'to inside'.  That is, the both the semantics and syntax of the construction NP nang-la reveal that it does have internal structure, in which nang is the argument of la.  While it does seem clear that this configuration constitutes some kind of unit of which the NP is the argument, this fact by itself doesn't offer us an analysis of the categorial status of nang.  One possibility would be to ignore the syntactic distribution of the case particles and insist that they are inflectional suffixes, not postpositions, so that nang could be a postposition.  But the syntax of the case particles in the modern language is essentially identical to that of Classical Tibetan, so if they are not postpositions now, then they weren't then, either, which would imply that there were no postpositions in Classical Tibetan, where relator nouns like nang always govern genitive marking on their argument, and to that extent are nouns. 

6.2  Grammaticalization and Cross-categorial Correlationstc \l2 "6.2  Grammaticalization and Cross-categorial Correlations
It has been noted for over a century now that there are cross-linguistic patterns in constituent ordering, such that, for example, OV languages tend to have postpositions, while OV languages have prepositions.  The first discussion of word order typology that I am aware of is in the work of Terrien de Lacouperie (1887); systematic typological classification schemes were offered by Schmidt (1926) and Tesnière (1959).
  When Greenberg (1963) finally forced these phenomena to the attention of the general linguistic public, they posed a significant theoretical problem, since neither structuralist nor the transformational theory of the time had any way of dealing with such a phenomenon.  The problem was, therefore, ignored until a more propitious time.  In the meantime, the typological orientation of the Functionalist movement made word order studies a natural focus of interest (see e.g. Li 1975), and a great deal of work, of rather mixed long-term value, was devoted to it during the 1970's.

6.2.1  Early Word Order Studiestc \l3 "6.2.1  Early Word Order Studies
The basic observation is that within a language we find, with greater than chance frequency, cross-categorial correlations like the following:

OV




VO

Adj N



N Adj

Gen N



N Gen

RC N




N RC

N Adp



Adp N

V Aux



Aux V

S COMP



COMP S

The typological facts provide a prima facie argument that the ordering of verb and object and of adposition and object, for example, are at some level of description the same phenomenon.  But what phenomenon, and at what level of description?  Bloomfield's conception of syntax, and the European dependency school, could capture the commonality with the vocabulary of "head" and "dependent", but mainstream syntactic theory of the 60's had dispensed with such notions, and had nothing else to offer.

There was considerable discussion of this problem in the typological literature during the 70's, most of it based on the assumption that the commoner, "consistent" patterns must be unmarked and "normal", so that linguistic theory must be constructed so as to predict them (cf. Tesnière 1959).  Explanations were presented in terms of "operator-operand" (Venneman 1972) or "functor-argument" relations, claiming that languages tend to have a consistent ordering of operator and operand, or whatever.  Any such proposal must have some independent characterization of its categories (e.g. "operator") to avoid circularity.  In that respect, the field has felt more comfortable with the more traditional concept of head, explaining cross-categorial correlations in terms of a principle of consistent ordering of head and dependent (Tesnière 1959, Hawkins 1984, and in much work in X' theory).  Of course, there turn out to still be some problems with finding an operationalizable definition of the categories, and indeed within the contemporary theory of constituent structure there are standing disagreements about which constituent of certain constructions is the head.

There is a major empirical problem with such explanations.  The fact is that, while these correlations are common enough to be undoubtedly significant, they are not universal--not all languages conform to all the patterns.  There was much discussion in the 70's of "consistent" or "harmonic" and "non-harmonic" language types, all deriving from the fundamental assumption that these cross-categorial correlations must reflect something about the nature of linguistic competence.  This is the essential problem with a theoretical explanation of these facts:  the correlations are far too consistent to be ignored, but simply not reliable enough to support an account that builds them directly into the theory.  So we saw in the 70's a certain amount of misguided historical work arguing that various languages were "transitional" or in some way carrying traces of an earlier word order type.  For example, Lehmann (1970) argued that Thai, which is as thoroughly VO a language as one is likely to find, must have had an earlier OV stage in order to explain the sentence-final position of question particles in that language (contradicting Greenberg's Universal 9).  The line of reasoning here is, if "consistent" patterns are more common, it must be because they are somehow favored, which presumably means easier to learn, and we need to build this into our theory of linguistic competence.

6.2.2  Grammaticalization and Typologytc \l3 "6.2.2  Grammaticalization and Typology
Functionalists (and others) have more recently argued that at least some of the well-attested correlation patterns can be explained by the typical grammaticalization patterns by which categories arise out of others (Givón 1979, Mallinson and Blake 1981:388-9, Heine and Reh 1984:241-4, Bybee 1988, Aristar 1991, DeLancey 1994, Harris 2000; cf. Greenberg 1969).  For example, consider Greenberg's Universal 2:

Universal 2. In languages with prepositions, the genitive almost always follows the governing noun, while in languages with postpositions it almost always precedes.  (Greenberg 1963:78)

In the preceeding section we have seen an explanation for this correlation, in the reanalysis which produces the (87) structure out of (86) (repeated from 81-82):

86)
         PP

                  /  \

                /      \

               NP        \

              /  \         \

            /      \         \

           PP      N          P

         /   \     |          |

        NP    P    |          |

        |     |    |          |

    khyim    gyi  nang        la

87)


    PP

                      /   \

                    /       \

                   NP       P

                   |        |

                  tim      naη
The new adposition in (87) represents a former head N, and its argument, a former genitive dependent.  There is no reason why the reanalysis would cause a change in the original order of the elements.

An equally robust correlation is that between the order of Verb and Object and that of Adposition and Argument:

Universal 3. Languages with dominant VSO order are always prepositional.  (Greenberg 1963:78)

Universal 4.  With overwhelmingly greater than chance frequency, languages with normal SOV order are postpositional.  (Greenberg 1963:79)

This is a reflection of the other major diachronic source of adpositions, from serial verb constructions.

It is well-known that in certain languages, particularly in West Africa and Southeast Asia, and creole languages, use serialized verb constructions where in European and other languages we would expect adpositions, as in these Thai examples:

88)
?aw     takiap    kin kwaytiaw

take.up chopstick eat noodles

'[] eat noodles with chopsticks'

89)
maa  caak   Phrεε
come depart Phrae

'come from Phrae'

The words ?aw and càak, which in these examples translate English prepositions, are in Thai full-fledged verbs:

90)
rot     caak   lεεw ryy ya


XX

vehicle depart PERF or  not.yet

'Has the bus left yet?'

A construction like (88) is syntactically exactly parallel to any other nonce sequence of verb phrases referring to a sequence of events, a very common discourse pattern in Thai:

91)
?aw     nangsyy paj rongrian

take.up book    go  school

'[] pick up []'s books and go to school'

And in these languages we can see such verbal constructions grammaticalizing over time into adpositions (Li and Thompson 1974, Heine and Reh 1984, Lord 1993, Osam 1994), thus confirming the hypothesis that such constructions are a source of adpositional constructions.  Adpositions with this origin will necessarily occur on the same side of their argument as does a verb--what imaginable diachronic process would occur to change the order?  In a language in which adpositions have this origin, a mismatch between these two orders could come about only as a result of a secondary shift in verb-object order.

6.2.3  Grammaticalization and the Theory of Phrase Structuretc \l3 "6.2.3  Grammaticalization and the Theory of Phrase Structure
Given all the logically possible combinations of different orderings of Adposition and argument, Verb and Object, Verb and Subject, Subject and Object, Verb and Aux, N and Gen, RC, PP, Adj, and whatever--I will venture to claim that there is not one that would not be perfectly learnable as a human language.  And who will refute me?  Not, at least, Newmeyer (1999:473) who explicitly notes constituent order as one aspect of syntax "trivially learned from positive evidence" and thus, by implication, not requiring an explanation in terms of UG.

What actual evidence is there that a language with VO and PrNP or OV and NP Post is more learnable than on with VO and postpositions or OV and prepositions?  More concretely, what evidence is there that a "harmonic" language like Thai is more learnable than a "disharmonic" language like English?  Lacking such evidence, we have no need for "linguistic theory" to explain why some ordering patterns are "preferred".


Lecture 7: Toward a Typology of Grammatical Relationstc \l1 "Lecture 7: Toward a Typology of Grammatical Relations
Whatever theory of the part of the grammar dealt with under rubrics like "thematic relations" or "case roles" is correct, we would expect this information to be in some way encoded in morphosyntax.  The simplest model for such encoding would be direct--a language would have three case forms, for Theme, Loc, and Agent, and every core argument would be marked for its role.  In the first section of this lecture, I will show you a language which comes very close to this model.  But, as is well-known, most languages deviate considerably from this pattern.  While it is the case that languages do not generally distinguish more than three surface case forms for core arguments, there are very few languages where the surface case forms can be given straightforward interpretations in terms of any semantically coherent theory of case roles or thematic relations.  Thus we must recognize additional categories of grammar, the grammatical relations.  These have been a major topic of research in Functional syntax over the last 30 years.

7.1  A Typology of Grammatical Relationstc \l2 "7.1  A Typology of Grammatical Relations
A prevalent typology of systems of grammatical relations recognizes three major patterns:  nominative-accusative, ergative-absolutive, and split S, agent-patient or active-stative.
  Some scholars (Dixon 1994, implicitly DeLancey 1981a) treat the last as a subtype of ergative-absolutive; others consider it a third independent type (Dahlstrom 1983, implicitly DeLancey 1990, Lazard 1994:44).  This paradigm has generated useful research, but is too coarse for many purposes.  While we can touch briefly on only a small sampling of the varieties of systems of grammatical relations to be found in the world's languages, what we do look at in the next few lectures should be sufficient to show that the range of possibilities is far more extensive and subtle than this simple di- or trichotomy can suggest (see also Lazard 1994, Mithun and Chafe 1999).

In the best-known and most studied system of grammatical relations, the accusative (or "nominative-accusative") pattern, the single argument of an intransitive verb and the agentive argument of a transitive verb form a single grammatical category, the subject.  This system formally distinguishes the other argument of a transitive verb, the direct object, and the third argument of a ditransitive verb, the indirect or second object.  In another well-documented system, the ergative pattern, the agentive argument of a transitive verb has a special case form distinguishing it from both the transitive object and the intransitive subject.  (Typically the intransitive subject is unmarked; the transitive object may be unmarked or have a distinct case form).  Both of these systems, and the differences between them, can be easily described in terms of three primitive notions, intransitive subject, transitive subject, and transitive object, which Dixon (1979, 1994) labels S, A, and O.  To avoid all of the many implications carried by the terms "subject" and "object", I will use Dixon's labels in discussing data where use of "subject" and "object" could be interpreted as presupposing the point at issue--though we will quickly see that even as descriptive categories these are problematic (cf. Mithun and Chafe 1999).

7.1.1  The Nominative-Accusative Patterntc \l3 "7.1.1  The Nominative-Accusative Pattern
In the Nominative-Accusative pattern, all A and S arguments constitute a single morphosyntactic category, usually morphologically unmarked.  This is, of course, the putatively universal subject category, and I will refer to it as such; it is also widely referred to as "nominative", probably to avoid the implication that these languages have subjects while others don't.  O arguments constitute a distinct category of object.  For example, in these Latin examples we see an A argument (1) and an S argument (2) both in nominative case, while the O (1) is in a distinct accusative case (exx. from Lazard 1994:27):

1)
Quintu-s Marcu-m occidi-t

Quintus-NOM Marcus-ACC kill-PAST/3sg

'Quintus killed Marcus.'

2)
Marcu-s    decessi-t

Marcus-NOM die-PAST/3sg

'Marcus died.'

Typically for languages of this type, the verb agrees with the same subject category as is marked with nominative case, i.e. the 3rd sg. agreement is with Quintus in (1), with Marcus in (2).

7.1.2  Ergative Patternstc \l3 "7.1.2  Ergative Patterns
The canonical ergative pattern, as described in most of the literature on the subject (e.g. Sapir 1917, Fillmore 1968, Silverstein 1976, Givón 1984:151, Dixon 1994:9) is one in which S and O, by their morphological behavior, constitute a category as opposed to A.  This description is misleading in two ways.  First, it doesn't place proper importance on the fact that the ergative is the marked case.  While in some languages where grammatical relations are expressed only by case-specified indices in the verb, the ergative and absolutive forms may be of equivalent morphological simplicity, when they are based on the same stem (as is always the case when case is marked on NP's), it is always the ergative, the case of the A function, which is marked.  Second, it places undo importance on the marking of the O argument, which seems to be a separate issue (cf. Heath 1976).  There certainly are a number of languages which have both an ergative case and marking of some O arguments.  In Kham (Tibeto-Burman, Bodic, Nepal), for example, pragmatically salient O's are case-marked like recipients, just as in Romance or Indic languages (Watters 1973:199-202).

It is sometimes suggested that all ergative languages show some sort of split, that is, that under some grammatical circumstances (especially tense/aspect, person of one or another argument, main or dependent clause status) they will manifest nominative-accusative rather than ergative morphosyntax (e.g. Silverstein 1976:113).  For example, in Gujarati, as in many Indic languages, we find A arguments in ergative case in perfective clauses, and in nominative case in non-perfective clauses (Mistry 1976):

3)
ramesh       pen      kh@rid-t-o    h@-t-o

Ramesh(masc) pen(fem) buy-IMPF-MASC AUX-IMPF-MASC

'Ramesh was buying the pen.'

4)
ramesh-e   pen kh@rid-y-i

Ramesh-ERG pen buy-PERF-FEM

'Ramesh bought the pen.'

When the verb is in imperfective aspect, as in (3), the A argument is not marked for case, and governs verb agreement; when it is perfective, as in (4), the A argument has ergative case, and the verb agrees in gender with the O argument.

In another pattern, which we will discuss in more detail in the next lecture, we find ergative marking on 3rd person A's, but not on 1st or 2nd persons.  It is quite possible, though by no means self-evident, that these two patterns are semantically connected.  An argument to that effect is presented in DeLancey 1981a; as we will not deal with problems of aspect in these lectures, we will not pursue this question here;
 but we should note that the claim has not found universal favor (see e.g. S. Anderson 1999:130-1), and scholars such as Trask (1979), argue that the two types are quite distinct, independent patterns.

However, there are languages which are reported in the literature as consistently marking all A arguments in "basic" or pragmatically neutral clauses, and it is far from clear that languages of this sort can be legitimately considered the same "type" as either of the common split ergative patterns (or both, if they are in fact sufficiently related to constitute a unified "type").  If ergative and nominative languages represent two distinct types, then we might simple-mindedly suppose that "split" ergative patterns are in some way mixed or intermediate between the two, and quite possibly just as much nominative as ergative.

And, as time goes on, we find that some of the classic ergative languages--Georgian and Tibetan, for two conspicuous examples--turn out to be variations on the split-S rather than on the ergative theme.  This could be evidence that these two types are structurally, functionally, and/or diachronically related.  But it could also simply be more evidence that we are looking here not at a few well-defined natural classes, but at a complex of features which can combine in a wide range of ways in different languages.

7.1.3  Split Stc \l3 "7.1.3  Split S
The third major pattern of case marking represents the most significant challenge to the notion of A, S and O as underlying primitives, because S is not treated as a unitary category.  Rather, the single arguments of some intransitive predicates are treated morphologically like the A argument of a transitive clause, while others are marked like O's.  An example is the Pomoan languages (Hokan languages of northern California), for example Eastern Pomo (McLendon 1978):

5)
mí:p' mí:pal šá:k'a

he    him    killed

'He killed him.'

6)
mí:p' káluhuya

he    went.home

'He went home.'

7)
mí:pal xá    ba:kú:ma

him    water fell

'He fell in the water.'

(5) illustrates the use of the pronominal forms mí:p' and mí:pal to represent the Agent and Theme of a causal action predicate.  The next two examples demonstrate that these are not simply subject and object forms, for some intransitive predicates require the Theme rather than the Agent form.  Thus predicates can be categorized according to whether they require an Agent or a Theme argument.

Similar patterns are found in many North and South American, and a smaller number of Old World languages.  While the list of predicates falling into each class shows noticeable variation from one language to another, it is clear that we can generally characterize "unaccusative" predicates--those requiring an Agent-marked argument--as denoting actions, and "unergatives", as in (7), as denoting states and changes of state.  (For discussion of this pattern see DeLancey 1981, 1984a, 1985, Merlan 1985, Mithun 1991, inter alia).

7.2  A language without syntactic subjects or objectstc \l2 "7.2  A language without syntactic subjects or objects
It will not have escaped the observant reader that I have illustrated and supported many of my claims about underlying thematic relations with data from surface case marking in Tibetan.  In fact, Tibetan comes as close as any real language could to instantiating my account in its surface syntax.  The reader can retrospectively read this section as illustrating most of the points of the last two lectures with a single language, and prospectively as a demonstration of how much of the syntax of a language may be describable in terms of underlying thematic relations, without recourse to categories like subject and object.

7.2.1  Case in Tibetantc \l3 "7.2.1  Case in Tibetan
LT has four postpositions which encode case:  one marking genitive, one ergative/instrumental, one locative, allative, dative, some transitive objects and "dative subjects" (this form is sometimes called the "dative-locative" by Tibetanists), and the last ablative.  I will refer to these by their unconditioned orthographic form; each has a set of allographs.  (The first orthographic form in each list is the unconditioned form):

Genitive gi, gyi, kyi, 'i
Ergative/instrumental gis, gyis, kyis, ‑s
Dative/locative la, ‑r
Ablative nas
The fifth surface case category is the unmarked 'nominative/absolutive'.  The ablative in Tibetan has only adverbial functions and is not relevant to the marking of core arguments; likewise the genitive is outside of our interest here.  The three case forms which we will be examining are the unmarked Absolutive, the Ergative/Instrumental, and the Dative/Locative.  I will from here on refer to the latter two as the Ergative and Locative cases.

7.2.1.1 Absolutivetc \l4 "7.2.1.1 Absolutive
Zero-marking in Tibetan encodes the Theme relation; we find zero-marked NP's as the Theme arguments of intransitive and transitive change-of-state verbs:

8)
blo=bzang shi-song

Lobsang      die-PERF

'Lobsang died'

9)
thub=bstan‑gyis blo=bzang bsad‑song

Thubten-ERG     Lobsang   killed-PERF

'Thubten killed Lobsang.'

and of possessional and ditransitive clauses:

10)
blo=bzang-la ngul-tsam  yod-pa red

P.N.-Loc     money-some exist-PERF

'Lobsang has some money.'

11)
kho-s  blo=bzang-la deb  cig sprad-song

he-ERG P.N.-Loc     book a   give-PERF

'He gave Lobsang a book.'

Without exception, all NP's that can only have zero marking in Tibetan are Themes.  There are a few examples of zero-marked NP's which are problematic for this analysis; these will be noted below.

7.2.1.2  Locativetc \l4 "7.2.1.2  Locative
The Locative case quite transparently marks the Loc relation.  It marks spatial locations and goals:

12)
blo=bzang lha=sa‑r  bsdad=kyis

Lobsang   Lhasa-Loc live-IMPF

'Lobsang lives in Lhasa.'

13)
blo=bzang lha=sa‑r  phyin-song

Lobsang   Lhasa-Loc went-PERF

'Lobsang went to Lhasa.'

possessors in 'have' constructions:

14)
blo=bzang-la ngul-tsam  yod-pa red

P.N.-Loc     money-some exist-PERF

'Lobsang has some money'

recipients in ditransitive constructions:

15)
blo=bzang-la ngul-tsam  sprad

P.N.-Loc     money-some give

'give some money to Lobsang'

"experiencer" arguments of predicates such as 'like' and 'need':

16)
blo=bzang-la ngul  dgos

P.N.-Loc     money need

'Lobsang needs money'

and, most significantly, O arguments of surface-contact verbs:

17)
thub=bstan‑gyis blo=bzang‑la gzhus‑song

Thubten-ERG     Lobsang-Loc  hit-PERF

'Thubten hit Lobsang.'

7.2.1.3  Ergativetc \l4 "7.2.1.3  Ergative
The -gis case marks A arguments of transitive verbs in perfective, and optionally in non-perfective, clauses:

18)
blo=bzang-gis nga mthong-byung

Lobsang-ERG   I   see-PERF

Lobsang saw me.

It also marks true instruments, i.e. NP's referring to objects used by an Agent to affect a Theme or Goal:

19)
blo=bzang-gis me=mda-s  stag  bsad-pa red

Lopsang-ERG   gun-INSTR tiger killed-PERF

Lopsang killed a tiger with a gun.

And it occurs optionally on active intransitive S arguments in perfective clauses:

20)
nga(-s) bod-la    phyin-pa yin

I(-ERG) Tibet-Loc went-PERF

'I went to Tibet.'

7.2.1.4  Case and Grammatical Relationstc \l4 "7.2.1.4  Case and Grammatical Relations
Each case form in Tibetan defines a category of the grammar.  Of the three possibilities for NP marking that we have discussed, a zero-marked NP is always a core argument.  Both the locative and the ergative cases also occur on oblique arguments, as adverbial locative/allative and instrumental, respectively.  But even leaving those uses aside, it is evident that none of the three surface case categories conforms to anything like a Standard Average European subject or object.  The zero form occurs as Theme S and Theme O, but the O arguments of surface-contact verbs are case-marked.  The locative marks recipients and experiencers and possessors, the standard extended range for a dative case, but also marks O arguments of surface-contact verbs.  And the ergative marks Agent A's, though not experiencers, and Agent but never Theme S's.

There are few residual problems for this account, all having to do with NP's which lack case marking, but are not obviously Theme arguments.  The one systematic fact about case-marking of core arguments in Tibetan which has no obvious explanation within my framework is the fact that in equational clauses both arguments are unmarked:

21)
blo=bzang slob=grwa-ba red

Lobsang   student      be

'Lobsang is a student'

Semantically, we can only interpret the thematic structure of an equational clause as having Theme subject, with the predicate nominal as Loc (see J. Anderson 1971).

There are also some predicates in Tibetan which we might intuitively, and sometimes on cross-linguistic evidence, think of as having an experiencer argument, but which treat that argument as an absolutive:

22)
phru=gu mi-la      zhed-pa red

child   person-Loc fear-PERF

'The child fears the man.'

I interpret this as representing a conflict between the interpretation of phru=gu as an experiencer, and thus a Loc, and the construal of zhed as a surface-contact verb, in which 'fear' is something which emanates from the fearer to the feared.  This requires Locative marking on the instigator argument, which pre‑empts its application to the experiencer.  In this case, as with predicate nominals, we could interpret lack of case marking as having a negative value, indicating not a Theme argument, but an argument for which appropriate case marking is not available.

7.2.2  Relativizationtc \l3 "7.2.2  Relativization
Accessibility to relativization is one of the standard diagnostics for core grammatical relations in general, and subject in particular (Keenan and Comrie 1977, Givón 1979, 1997).  It cannot be so used in Tibetan, where relativization is possible off of any core argument and some types of oblique.  However, in Lhasa Tibetan, we find an unusually complex system of relativization, with four different nominalizers used as rel​ative markers, the choice being determined by the semantic role of the head NP in the relative clause, and to some extent also by the time reference of the relative clause (for details see DeLancey 1999, and cf. Mazaudon 1978).  I will discuss here only relative clauses in perfective aspect; some of the distinctions found there are blurred in imperfect clauses.  Thus we will examine the use of only three of the relativizers; the fourth, =yag, is used only in imperfective clauses and to relativize off of oblique roles.

7.2.2.1  Relativization and Thematic Relationstc \l4 "7.2.2.1  Relativization and Thematic Relations
When the NP head is coreferential with the Agent of the relative clause, the relative clause is marked with the agentive nominalizer =mkhan.  Whether the Agent is appearing in A or S function is irrelevant:

23)
stag  gsod‑mkhan mi

tiger kill‑NOM   person

'the person who killed the tiger.'

24)
yong=mkhan mi

come=NOM   person

'the person who came'

Locative, dative, and benefactive nominalizations and corres​ponding relative clauses are formed with the nominalizer =sa, etymologically identical with the noun =sa 'earth, place'.  The =sa construction is used in almost all cases where the target NP would be eligible for marking with the locative case postposition ‑la, including true locatives, recipients, beneficiaries, and la-marked O's:

25)
kho sdod=sa(‑'i) khang=pa

he  stay=NOM‑GEN house

'the house where he lives.'

26)
nga‑s deb  sprod=sa(‑'i)  mi

I‑ERG book give=NOM(‑GEN) person

'the person who I gave the book to.'

27)
nga‑s kha=lag bzo=sa(‑'i)    mi

I‑ERG food    cook=NOM(‑GEN) person

'the person who I cooked food for'

28)
blo=bzang-gis gzhu=sa(-'i)  mi

Lobsang-ERG   hit=NOM(-GEN) person

'the person who Lobsang hit'

In all of its uses, sa always indicates relativization off of a Loc argument.  However, not all Loc arguments relativize with ‑sa.  In particular, experiencers and possessors require one of the other nominalizers, even when the take surface ‑la marking.  This will be discussed in the next section.

The original Classical Tibetan relativization system involved only one nominalizing/relativizing morpheme, -pa.  This remains the default nominalizater, and relative clause examples can be found in which it occurs in each of the contexts specific to the other nominalizers.  But it has its own specific domain of use; only ‑pa can be used to relativize off of O arguments which are semantically Themes:

29)
kho‑s  bsad‑pa‑'i     stag

he‑ERG killed‑NOM‑GEN tiger

'the tiger which he killed'

And although there is some variation among speakers and across different verbs (which I will discuss in the next section), relativization off of Themes in S function normally uses ‑pa:

30)
mar  ril-pa-'i    mi 

down fell-NOM-GEN person

'the person who fell down'

7.2.2.2  Evidence for Incipient Subjecthoodtc \l4 "7.2.2.2  Evidence for Incipient Subjecthood
Most perfective relative clauses in Lhasa can be accounted for in terms of the model suggested above, with the role played in the RC by the argument coreferential with the head noun determining the choice of relativizer.  The exceptions are primarily of two classes.  First, as mentioned above, the -pa construction is the oldest, and survives in most functions parallel to the newer constructions which have subdivided the domain.  Secondly, and more interestingly for our present concern, there is evidence showing that the use of =mkhan is expanding, and in directions which imply a subject category.  That this represents an expansion of an originally more restricted function is beyond question; as a nominalizer, =mkhan has a very shallow etymology.  In earlier texts it occurs as a derivational form suffixed to nouns or verbs, indicating an expert or profession, as, lam=mkhan 'guide, pilot' (lam 'road, way'), shing=mkhan 'carpenter' (shing 'wood'), etc.  (Jäschke 1881:58).  This in turn must derive from an unattested but easily reconstructible noun meaning something like 'master, expert'; which is retained in the modern derived noun mkhan-po 'abbot', the title referring to the holder's great learning.

The =sa has an equally shallow etymology; it is obviously a grammaticalization of the noun sa 'earth, land, place'.  It seems likely that its original use in relativization was restricted to actual spatial locations, and has spread more recently into more abstract, grammaticalized Loc arguments.  But its use with the Loc arguments of surface-contact verbs makes it effectively impossible to usefully invoke the notion of "object" in discussing the distribution of the different nominalizers as used in relativization, and constitutes the strongest argument for the claim that the distribution of the nominalizers follows the pattern of surface case marking.

But the distribution of  =mkhan is more problematic.  First, as mentioned in the previous section, while all other Locative arguments are relativized with =sa, this is not possible with experiencers, which can be relativized with either ‑pa or =mkhan, but not =sa:

31)
bu=mo de-r    dgu=slog gsar-pa dgo-gi

girl  DEM-Loc clothes  new     want-IMPF

'The girl wants new clothes.'

32)
dgu=slog gsar-pa dgo-ba-'i    bu=mo de

clothes  new     want-NOM-GEN girl DEM

'the girl who wants new clothes'

33)
dgu=slog gsar-pa dgo=mkhan bu=mo de

'idem.'

34)
*dgu=slog gsar=sa-'i dgo=mkhan bu=mo de

35)
nga-'i sring=mo-r phrug=gu cik yod-pa red

I-GEN  sister-Loc child    a   exist

'My sister has a child.'

36)
phru=gu yod-pa-'i     sring=mo de

child   exist-NOM-GEN sister   DEM

'[my] sister who has a child'

37)
phru=gu yod=mkhan sring=mo

'idem.'

38)
*phru=gu yod=sa-'i sring=mo

Since the experiencer in exx. (31-33) and the possessor in (35-37) are indubitably Locatives, both in terms of underlying semantic role and surface marking, in these examples the choice of nominalizer is necessarily determined by something other than either underlying or surface case.  Given that so many languages grammaticalize a subject category which subsumes both Agents and experiencers, this expansion of the use of =mkhan can be plausibly interpreted as a development in the direction of a syntactic subject.

Moreover, there are several constructions acceptable to some speakers which show =mkhan encroaching on territory which should semantically belong to -pa.  As we have seen, the strongest tendency is for =mkhan to occur when the role of the head noun in the relative clause would qualify it for ergative marking--that is, for relative clauses off transitive subjects and agentive intransitive subjects.  Non-agentive intransitive subjects, in contrast, are most often not relativized with =mkhan, but with ‑pa.  To that extent the distribution of =mkhan, like that of =sa, correlates better with surface case marking, which in Tibetan can be taken as a direct reflection of underlying thematic relations, rather than grammatical relations.

But non-Agent S arguments can also sometimes relativize with =mkhan.  For the speakers whom I have worked with most closely, (39) is the only possible construction with ril 'fall', and (40), with =mkhan instead of -pa, is simply impossible:

39)
mar  ril-pa-'i    mi 

down fell-NOM-GEN person

'the person who fell down'

40)
*mar ril=mkhan mi

But every speaker whom I have asked is perfectly happy with (42) as well as (41):

41)
shi-pa-'i   mi

die-NOM-GEN person

'the person who died'

42)
shi=mkhan mi

die=NOM  person

'the person who died'

I have no data on the frequency of such examples, or their distribution across the lexicon or the speech community.  But the most obvious interpretation, given our secure understanding of the origins of =mkhan, is that this to represents an expansion of the use of =mkhan along the lines of a natural subject category.

7.2.3  Auxiliary selectiontc \l3 "7.2.3  Auxiliary selection
Another common structural reflection of the subject category is verb agreement.  Although most languages of the Bodic branch of Tibeto-Burman to which Tibetan belongs have verb agreement (often at particularly tied to subjecthood, however), lacking in Tibetan and its nearest relatives.  However, Tibetan does exhibit a curious phenomenon, sometimes referred to as conjunct/disjunct marking,
 which at first glance looks like an odd form of subject agreement:

43)
nga-s -pa-yin

 -PERF/CONJUNCT

44)
kho-s -song

 -PERF/DISJUNCT

45)
*kho-s -pa-yin

 -PERF/CONJUNCT

But the conjunct category which this system encodes is an evidential category based on person, Agent status, and volition (DeLancey 1990).  We find conjunct forms in statements with a 1st person argument, and direct questions with a 2nd person argument.  If the SAP argument is not an Agent, there is a special perfective conjunct form using the auxiliary byung.  Note that the occurence of byung is entirely independent of any putative objecthood; we find non-Agents as O, S, and A arguments:

46)
blo=bzang-gis nga mthong-byung

Lobsang-ERG   I   see-PERF/CONJUNCT

'Lopsang saw me.'

47)
blo=bzang-gis khyed=rang mthong-byung ngas

Lobsang-ERG   I   see-PERF/CONJUNCT   Q

'Did Lopsang see you?'

48)
nga 'khags‑byung

I    cold-PERF/CONJUNCT

'I'm cold.'

49)
khyed=rang 'khags‑byung       ngas

you        cold-PERF/CONJUNCT Q

'Are you cold?'

50)
nga-r deb de    rnyed-byung

I-Loc book that found-PERF/CONJUNCT

'I found the book.'

51)
khyed=rang-la deb de    rnyed-byung         ngas

you-Loc       book that found-PERF/CONJUNCT Q

'Did you find the book?'

52)
nga hab=brid brgyab-byung

I   sneeze   throw-PERF/CONJUNCT

'I sneezed.'

The details of the semantics and syntax of this system are not relevant here (see DeLancey 1990, 1992a); the essential point is that the categories subject and object are not only not necessary to describing the system, but simply confuse the question.

7.2.4  Subject and Object in Tibetantc \l3 "7.2.4  Subject and Object in Tibetan
What we have seen is that the traditional morphological stigmata of grammatical relations, case marking and verb agreement, do not distinguish any category corresponding even remotely to the concepts subject or object.  One of the standard sources for syntactic tests, relativization, also fails to distinguish either category in my data, but there are some indications that changes in the use of one relativizer are following a path which leads to the subject category (and it is possible that there may be speakers for whom a subject category is already defined by relativization with =mkhan).  We will see in a later lecture that the union of S and A (including experiencers) does have certain of the behavioral properties which Givón (1997) calls fundamental to subjecthood.

What we must conclude from this is that different morphological and syntactic tests may very well test different things.  Case marking in Tibetan does not reflect subject or object categories; that by itself, of course, does not mean that there is no subject or object category.  And, in principle, the fact that there is no morphosyntactically definable category does not mean that the corresponding function is absent--as we saw with the instrument and benefactive roles.  But if I am right in my interpretation of the complex data for =mkhan, then we have some evidence in Tibetan for subject as a functional sink, a function waiting for a construction to grammaticalize around it.


Lecture 8: Split-ergative and Inverse Systemstc \l1 "Lecture 8: Split-ergative and Inverse Systems
In this lecture we will examine various syntactic phenomena which reflect the deictic centrality of the speaker and addressee in the speech event.  Deixis and its expression in various linguistic categories is an old and well-known concept in semantic analysis, but it is seldom invoked in syntactic analysis.  After all, though the difference between the shifting reference of I and you and the fixed reference (within a given discourse) of other NP's is obvious, it has no obvious syntactic consequences--the 1st and 2nd person pronouns have the exactly same syntactic privileges as other NP's.  But, as we will see, a great many languages manifest some kind of syntactic alternation which directly reflects the deictic status of the various core arguments.  And, indeed, in the context of this demonstration, we will be able to see that the category is indistinctly but unmistakably reflected even in a language like English.

8.1  Split Ergative and Inverse Markingtc \l2 "8.1  Split Ergative and Inverse Marking
Among the linguistic phenomena which pose long-standing problems for theories of grammatical relations are split ergative marking and direct/inverse marking in the verb.  There are several types of ergative "split", in which case marking is sometimes according to an ergative pattern, and sometimes not; our interest here is in the nominal split pattern, in which the place of the A argument on a hierarchy of nominal types determines whether or not it will be marked as ergative.  This, as we will see, is responsive to the same functional parameters as direct/inverse marking, where a transitive verb is marked to reflect whether the A or O is higher on the same nominal hierarchy.

8.1.1  Split-ergative Case Marking and Indexationtc \l3 "8.1.1  Split-ergative Case Marking and Indexation
It has been generally recognized since Silverstein's seminal paper on the topic (1976) that one widely-attested pattern of split ergative marking reflects a hierarchy of nominal types.  Dixon (1994:84ff) summarizes this "Nominal Hierarchy" of eligibility to be subject of a transitive verb as:

1st person    2nd person    Demonstratives    Proper    Common

pronouns
    pronouns      & 3rd person
 nouns
 nouns

   pronouns

Following Silverstein, Dixon notes that:

Those participants at the left-hand end of the hierarchy are most likely to be agents, to be in A function, and those at the right-hand end are most likely to be patients, to be in O function.  (Dixon 1994:85)

However, this interpretation of the facts, though standard, is somewhat misleading.  In reality almost
 all split ergative languages make the "split" between 1st and 2nd person pronouns (the Speech Act Participants, or SAP's), which do not distinguish A from S forms, and all other arguments, which do (DeLancey 1981a, cf. Dixon 1994:88).

This type of split is very common in Australian languages (Silverstein 1976, Heath 1976, Blake 1987), and attested in North America (e.g. Silverstein 1976, Mithun 1999:230-3, and below), Siberia (Comrie 1979a, b, 1980), and in a number of Tibeto-Burman languages (Bauman 1979).  An example the last is Sunwar, a language of the Kiranti branch of Tibeto-Burman spoken in Nepal.
  Lexical nouns and 3rd person pronouns (which in Sunwar are the demonstratives méko 'that' and mére 'yon') are unmarked in S function, and take ergative case (-Vm) as A's:

1)
méko ?àl   hí-t-a

DEM  child come.down-PAST-3sg

'The child came down.'

2)
méko ?àl-am    tà-t-i

DEM  child-ERG see-PAST-3sg1sg

'The child saw me.'

3)
méko hí-t-a

DEM  come.down-PAST-3sg

'He came down.'

4)
méko-m  tà-t-i

DEM-ERG see-PAST-3sg1sg

'He saw me.'

But there is no such alternation for 1st and 2nd person pronouns, which do not have ergative forms:

 
5)
go hí-t-i

I  come-down-PAST-1sgINTR

'I came down.'

6)
go méko ?àl   tá-t-a

I  DEM  child see-PAST-1sgTR

'I saw the child.'

There is also a head-marking version of the same phenomenon, with distinct ergative and absolutive verbal indices for 3rd, but not 1st or 2nd, person arguments, as in the Chinookan (Penutian) languages of the lower Columbia River.  Consider these forms from the Kiksht
 language (Dyk 1933, cf. Silverstein 1976):

6)
ni-n-i-waqw

'I killed him.'

7)
gal-i-tí


'He came.'

8)
a-tc-n-dwágwa

'He will kill me.'

9)
a-n-kdáyu


'I will go.'

(6-7) show the masculine singular 3rd person absolutive index i- (in italics) as A and as S.  (8) shows the masculine singular 3rd person ergative index tc- as A.  (6, 8, and 9) show the undifferentiated 1st person singular index n- (in boldface) as, respectively, A, O, and S.  The structure of the agreement paradigm is the same as that of the Sunwar case paradigm:  3rd person forms distinguish ergative and absolutive, 1st and 2nd person forms do not.

The essential facts about split ergative marking are the special status of the SAP's, and the pattern of the split--it is not only that it is always the SAP's that get special treatment, but that the special treatment is always the same, with SAP A arguments unmarked where 3rd person A is a morphologically marked category.

8.1.2  Inverse systemstc \l3 "8.1.2  Inverse systems
Another type of grammatical system which manifests exactly the same person hierarchy is found in inverse-marking languages.
  In the usual sense of the term,
 an inverse‑marking system is one in which there is a ranking of person in which SAP's outrank all 3rd persons (while ranking among SAP's is language‑specific, see DeLancey 1981a), and a transitive verb is marked to reflect whether or not the O argument outranks the A on the hierarchy.  The configuration in which the O outranks the A is called inverse, and that in which the A outranks the O is direct.

Direct-inverse marking, like dative-subject marking, ergativity, and active-stative typology before it, is an "exotic" typological pattern which, once recognized, turns out to be far more common than anyone ever suspected.  A generation ago it was considered, by those linguists who were aware of it at all, to be a strange idiosyncratic feature of Algonquian languages.  As our database expanded, a handful of similar examples began to be pointed out (Comrie 1980, DeLancey 1980, 1981a, b, Whistler 1985, Grimes 1985).  In the 1970's the phenomenon was of considerable theoretical interest to practitioners of Relational Grammar (e.g. LeSourd 1976, Jolley 1981), for the same reasons that is relevant to our present investigation--the fact that it involves different morphosyntactic indications of subjecthood being associated with different arguments.  Recent years have seen a substantial number of analyses of inverse or inverse-like constructions in a range of languages (e.g. Ebert 1991, Payne 1994, Zavala 1994, 1996, Bickel 1995, Watkins 1996), and increasing interest in the topic in both formal and functional frameworks (Jelinek 1990, Arnold 1994, Givón 1994b, Payne 1994, Rhodes 1994).

8.1.2.1  Noctetc \l4 "8.1.2.1  Nocte
A maximally simple example of the system is found in Nocte (or Namsangia), a language of the Konyak branch of Tibeto-Burman spoken in Arunachal Pradesh (adapted from Weidert ms.; cf. Konow 1903, Das Gupta 1971, DeLancey 1981a, b, Weidert 1985):

10)
aa-mE @1te1-n@2 vaat-@1
I-ERG  he-ACC     beat-1sg

'I beat him.'

11)
@1te1-mE aa-n@2 vaat-h-@1
he-ERG   I-ACC    beat-INV-1sg

'He beat me.'

12)
n@-mE  @1te1-n@2 vaat-o?

you-ERG he-ACC     beat-2sg

'You beat him.'

13)
@1te1-mE n@-n@2 vaat-h-o?

he-ERG   you-ACC     beat-2sg

'He beat you.'

The first thing to notice about this system is the fact that agreement is not always with the same grammatical role.  The verbs in (10) and (11) both have 1st person agreement, although the 1st person participant is an ergative-marked A in (10) and an accusative-marked O in (11).  (12) and (13) show the same pattern, with the 2nd person argument attracting agreement regardless of its grammatical role.  The second interesting feature of the system is the ‑h- suffix found in some forms.  These two phenomena are clearly related--we find the -h- suffix in just those forms where agreement is not with the subject.

These forms illustrate the basic structure of an inverse-marking system.  Agreement is always with a SAP in preference to a 3rd person, regardless of grammatical role.  When this results in the verb indexing a non-subject argument, a special inverse morpheme is added to the verb.  Thus, although both 'I hit him' and 'he hit me' have 1st person agreement, the verb forms are not ambiguous, but distinguished by the presence or absence of the inverse -h-.  The verb forms in (10) and (12), which lack the ‑h‑, are direct forms; in Nocte the direct category is unmarked.

In anticipation of discussion to come, note the behavior of Nocte verbs when both arguments are SAP's:

14)
aa-mE n@-n@2 vaat-E1
I-ERG  you-ACC  beat-12

'I beat you.'

15)
n@-mE  aa-n@2 vaat-h-@1
you-ERG I-ACC    beat-1sg

'You beat me.'

The inverse marker is absent in (14), with 1st person A and 2nd person O, and present in (15).  The overall verbal indexing system is illustrated below (imperfective paradigm with singular participants, adapted from Weidert 1985:925):

O:

1st

2nd

3rd

A:
1st


‑E

‑a
2nd
h‑a



‑o
3rd
h‑a

h‑o

‑a
The distribution of the inverse marker follows a simple formula:  there is a person hierarchy in which 1st person outranks 2nd, and both outrank 3rd, which we will symbolize as 1 > 2 > 3.  When an O argument outranks the A on this hierarchy, the verb is in its inverse form.  We can almost capture the indexation pattern by simply saying that the verb indexes the argument which is highest on the person hierarchy, but this does not account for the anomalous agreement suffix in (14).  By analogy with the rest of the paradigm we would expect 1st person indexation here; what we have instead is a suffix which occurs nowhere else in the singular paradigm--in fact, it is identical to the 1st person plural index.

8.1.2.2  The classic direction system:  Creetc \l4 "8.1.2.2  The classic direction system:  Cree
In this section we will briefly examine a typically complex system from the Algonquian family, where the direction marking phenomenon was first recognized.  The Algonquian systems are the most elaborate that I am aware of, most of them making all of the distinctions found in any other direction system; they represent a prototype in terms of which other systems are easily analyzable.
  A straightforward example is Plains Cree (Wolfart 1973, cp. Dahlstrom 1986) which overtly marks four direction categories‑‑direct, inverse, and the two local (Hockett 1966) categories 12 and 21‑‑with morphemes from a single paradigm, and consistently indexes the principal participant in all configurations.  The verb forms with both arguments singular in the independent order of the transitive animate paradigm (i.e. verbs with animate objects) can be schematized as follows (where V represents the verb stem):

O:
1st

  2nd

3rd
A:

1st


  ki‑V‑i‑n
ni‑V‑aa‑wa
2nd
ki‑V‑eti‑n


ki‑V‑aa‑wa
3rd
ni‑V‑ekw
  ki‑V‑ekw
V‑ekw  /  V‑ee‑wa 

The prefixes and second position suffixes
 are person indices:  ki‑ '2nd', ni‑ '1st', ‑wa '3rd proximate', and ‑n '1st or 2nd'. The first position suffixes are direction markers:  ‑ekw marks unambiguously inverse, and ‑aa unambiguously direct, configurations, while the two local categories each have their own direction marker, ‑i '12' and ‑eti '21'.  

The distribution of the personal prefixes clearly reflects a 2nd > 1st > 3rd person hierarchy.  Such a hierarchy should, as in Nocte, define every configuration except 33 as clearly either direct, i.e. with subject higher on the hierarchy than object, or inverse, with object higher than subject.  In Cree, however, we find not a two‑ but a four‑term direction system; as I have argued at greater length in DeLancey 1981a, this reflects the fact that the language​‑particular ranking among SAPs is of a different order from the universal SAP > 3rd ranking.

The other significant respect in which the Cree system differs from that of Nocte is in the subdivision of the 33 category according to the relative topicality of the two  participants.  The form ‑ee‑aw, which Wolfart glosses as 'direct‑3rd',
 is used with proximate, i.e. more topical, subject and obviative, i.e. less topical, object, and the clearly inverse form ‑ekw with obviative subject and proximate object.  Thus in Algonquian relative topicality can define the principal participant when hierarchical ranking fails to do so.  This consti​tutes the major functional point of contact between direction and voice systems, as we will discuss below.

8.1.2.3  The direction-marking prototypetc \l4 "8.1.2.3  The direction-marking prototype
The deictic nature of these patterns is self-evident--in both Nocte and Cree, verbal morphology is obligatorily responsive to a fundamental distinction between the speech act participants and all other participants.  But there are certain other distinctions which occur in either Cree or Nocte, but not both.  In Cree (and all Algonquian languages, but cf. DeLancey 1981a:643) verbal indexation reflects a ranking of 2nd person above 1st.  Direction marking, on the other hand, appears to treat them as equal; in any case it shows that the ranking of 2>1 is of a different order from the ranking SAP>3.  Nocte explicitly ranks 1st above 2nd in direction marking, marking 21 but not 21 as inverse, but the odd personal index in the 12 form (and the fact that both SAP's, but not 3rd person, are indexed) suggest again that 1st person outranks 2nd by much less than both of them outrank 3rd.  Cree treats both local categories as special direction categories, but both show normal hierarchical indexation.  Nocte treats 21 as inverse and 12 as non-inverse, but the indexation paradigm treats 12 as a special category.  Taken together, then, Nocte and Cree imply a universal schema in which SAP arguments are clearly distinguished from and ranked above all others, and there is no universal ranking of the two SAP's (since Cree shows one of the possible rankings, and Nocte the other).

8.2  Variations on a Themetc \l2 "8.2  Variations on a Theme
8.2.1  Hierarchical agreementtc \l3 "8.2.1  Hierarchical agreement
We are used to thinking of verb agreement as tied to grammatical relations:  a common claim about the typology of verb agreement is that if a language has verb agreement it will index the subject; some languages index both subject and object, and a rare handful index only objects (e.g. Keenan 1976:316).  However, there are languages in which indexation of arguments in the verb reflects not grammatical relations, but the person hierarchy.  In these languages a verb will always agree with a SAP argument, regardless of its grammatical role.  (Typically such languages have no 3rd person index).  This is, of course, exactly the typical indexation pattern of a direct/inverse-marking language; in the languages which we will discuss in this section, however, we find the hierarchical indexation pattern without inverse marking on the verb.  In earlier work I have described this pattern as a variation of split ergative marking (DeLancey 1980, 1981a, b), on the grounds that verb agreement and zero case marking serve the same function, of identifying one argument of the clause as the most topical or "starting point" (Delancey 1981a, see below).  But this terminological extension is somewhat misleading; it is better to reserve the term "split ergative" for the Chinookan-type pattern.  Nevertheless this pattern represents one more way of encoding exactly the same functional domain that we have discussed in the previous sections.

The hierarchical agreement pattern has not received as much theoretical or descriptive attention as split ergative or direction marking.  I don't have a clear sense of how widespread it may be, but it is fairly common in Tibeto-Burman (Bauman 1979, DeLancey 1980, 1988, 1989, Sun 1983).  One example which has been discussed elsewhere is Tangut (Kepping 1979, 1981, Comrie 1980, DeLancey 1981a, b).   A slightly more complicated case is the Nungish (Tibeto-Burman) languages of Yunnan (Tarong (Dulung) data from Sun 1982, 1983:25-6; cp. Lo 1945):
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The transitive paradigm of Trung 

There is no 3rd person index.  The 1st person suffix - occurs on any verb with a 1st person argument.  The n@- prefix occurs on intransitive 2nd person subject verbs, and in all transitive forms with a 2nd person argument except for the 12 form.  (Recall that this form gets special marking also in Nocte).  The synchronic identification of this prefix as a 2nd person index is complicated by its occurrence in the 31 form, which has no 2nd person argument, but this is demonstrably a secondary development involving the merger of a previously distinct prefix with the original 2nd person form.
  Despite this complication the hierarchical nature of the indexation pattern is clear:  any 1st person argument must be indexed; any 2nd person argument is indexed unless there is a 1st person actor.

8.2.2  Sahaptiantc \l3 "8.2.2  Sahaptian
The Sahaptian languages Nez Perce and Sahaptin
 show a fascinating combination of hierarchial indexation and a unique pattern of split-ergative case marking.  In these languages pronominal clitics, ordinarily in sentence-second position, occur in a purely hierarchical indexation pattern.  In Nez Perce these occur primarily in subordinate clauses; in Sahaptin they occur in main clauses (see exx. 22-24 below).  The Nez Perce paradigm is (Aoki 1970, Rude 1985):

Intransitive 1st ‑x, 2nd ‑m, Inclusive ‑nm, 3rd 0
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Note that the 12 configuration is once again exceptional, in this case in having both arguments independently indexed.  The same pattern occurs in Sahaptin (Jacobs 1931, Rude 1985, p.c.).

Along with this indexation pattern, the Sahaptian languages show interesting variations on the split ergative pattern (Rude 1991).  Nez Perce has a typical pattern, with ergative case marking on 3rd person (18) but not SAP (19) A's:

16)
hi-páayn-a       haáma

3NOM-arrive-PAST man

'The man arrived.'

17)
'iin páayn-a

I    arrive-PAST

'I arrived.'

18)
wewúkiye-ne pée-'wi-ye     háama-nm

elk-ACC     33-shoot-PAST man-ERG

'The man shot an elk.'

19)
'iin 'ew-'wii-ye      wewúkiye-ne

I    SAP3-shoot-PAST elk-OBJ

'I shot an elk.

Note, however, that O arguments are consistently case-marked (-ne in exx. 18-19).  Sahaptin shows the same ergative split--3rd person A arguments take ergative marking, SAP A's do not (exx. from Rigsby and Rude 1996 and Rude 1991):

20)
iwínš i-wínan-a

man   3NOM-go-PAST

'The man went.'

21)
iwínš-in  pá-tuXnana yáamaš-na

man-ERG1  33-shot   mule.deer-ACC

'The man shot a deer.'

22)
ín=aš
 tuXnana yáamaš-na

I=1sg shot    mule.deer-OBJ

'I shot a deer.'

But Sahaptin has two distinct ergative forms.  Both occur only on 3rd person A arguments, but the -in morpheme seen in (21) occurs only when the O argument is also 3rd person.  When the O is a SAP, there is a different ergative marker, -nEQ \O(i,-)m (which Rude, for obvious reasons, calls the "inverse ergative"):

23)
áw=naš  i-nák-wina    k'waali-nEQ \O(i,-)m

now=1sg 3NOM-carry=go dangerous.one-INV.ERG

'Now the dangerous one has taken me along.'

24)
iwínš-nEQ \O(i,-)m=nam   i-q'ínu-ša

man-INV.ERG=2sg 3NOM-see-IMPF

'The man sees you.'

Thus, where Nez Perce, in the typical split ergative pattern, distinguishes two transitive configurations: 

SAP    

3-ERG  

Sahaptin distinguishes three:

SAP     

3-ERG1  SAP

3-ERG2  3

And the additional distinction which Sahaptin makes once again reflects the SAP / 3rd division.

8.2.3  Inverse with non‑hierarchical agreementtc \l3 "8.2.3  Inverse with non‑hierarchical agreement
Inverse marking languages came into theoretical prominence during the heyday of Relational Grammar, for which their peculiar use of verb agreement, which is normally thought of as a perquisite of subjecthood, and the formal similarity of inverse and passive constructions, formed a particularly intriguing puzzle, which still captures the attention formal theoreticians.  Since I want to argue that inverse marking is a direct expression of a deictic category, it is significant that we find languages with very similar deictic systems where it is clearly distinct from grammatical relations.

8.2.3.1  Expansion of the Cislocative in Kuki-Chintc \l4 "8.2.3.1  Expansion of the Cislocative in Kuki-Chin
In several languages of the Kuki‑Chin branch of Tibeto​‑Burman, spoken in western Burma and eastern India and Bangla​desh, a simple inverse marking system has developed from the marking of deictic orientation on motion verbs (DeLancey 1980).  In most of these languages a motion verb *hong 'come' has become partially or completely grammaticalized as a cislocative 'hither' prefix on motion verbs (see DeLancey 1985 for details).  In the closely related Tiddim (Henderson 1965), Sizang (Stern 1963), and Paite (Konow 1904)  dialects, this morpheme has developed the additional function of optionally marking some transitive or ditran​sitive configurations with SAP object.

In Tiddim and Sizang, we find the cislocative marker used at least optionally with any transitive or ditransitive verb with 1st or 2nd person object or goal, as in (exx. from Stern 1984:52, 56):

25)
k‑ong   thûk  kí:k  lâ‑lê:u  hî:

1st‑CIS  reply again  once more FIN

... I in turn reply to you.'

26)
hong  sá:t  thê:i  lê:

CIS  beat   ever  INTER

'Do [they] ever beat you?'

27)
hong  sá:t lé:  ká‑pe:ng  tál  do*ng ká‑ta:i tû:

CIS  beat  if  1st‑leg  break until 1st‑flee FUT

'If [they] beat me I'll run till my legs break.'

The (h)ong in all of these examples occurs when there is a SAP goal or object, even when, as in (25), the subject is the other SAP.  Its distribution in the transitive paradigm is thus almost identical to that of the Nocte inverse marker, except that it marks both local categories rather than only one:
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This pattern suggests a natural category of marked direction which includes all configu​rations with SAP objects or goals, and provides further evidence for the non‑universality of any ranking of SAPs.

In Sizang‑Tiddim, unlike the languages that we have previously considered, personal indexation in the transitive verb, if present, is consistently with the subject rather than with the principal partici​pant.  (This is clear in ex. (25); in (26-27), with 3rd person agent, there is no subject index, but in most cases there would be a 3rd person prefix: a‑hong sa:t '3rd‑CIS beat' = 's/he beat you/me'; see Stern 1963:254‑5).  Thus while inverse forms with SAP subject, such as (25), are unambiguous in isolation, 3rd person subject forms depend upon context for the identification of the SAP object.

8.2.3.2  The Dravidian "Special Base"tc \l4 "8.2.3.2  The Dravidian "Special Base"
In two Dravidian languages, Kui (Winfield 1929) and Pengo (Burrow and Bhattacharya 1970), we find a similar system of inverse marking with consistent subject agreement, which appears to have the same cislocative origin as the Chin and Loloish inverse constructions.  The morpheme in question is a suffix which forms what Burrow and Bhattacharya call the "special base" (glossed SB in the examples below) of the verb, after which are suffixed ordinary negative, tense/aspect, and personal index morphemes.  It occurs "when the object, direct or indirect, is the first or second person" (Burrow and Bhattacharya p. 70), regardless of the person of the subject, as in:

28)
huR‑d‑av‑at‑an

see‑SB‑NEG‑PAST‑3m.s.

'He did not see (me, us).'

29)
huR‑d‑av‑at‑ang

  ‑1s

'I did not see you.'

As in Kuki-Chin, the subject is always indexed by the subject suffix.  We can represent the distribution of the Pengo "special" morpheme /d/ and the personal indices as follows:
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Thus the distribution of Pengo ‑d is identical to that of Tiddim Chin ‑hong.

Emeneau (1945), on the basis of deictically‑specified verbs of motion and giving elsewhere in Dravidian, reconstructs essen​tially the Kui-Pengo inverse marking for Proto‑Dravidian, where it marked not only inverse transitive forms, but also, like the Chin *hong reflexes, motion verbs with SAP or deictic center as goal.  Analogy with the Chin system, as well as the general tendency for historical development to proceed from more concrete to more  abstract grammaticalized functions, suggest that this morpheme probably originated in a cislocative marker which later developed an inverse function.  In the modern languages which retain a form of this system, the inverse marker no longer has a cislocative function (which further suggests that the Chin‑like stage reconstructed by Emeneau was a transi​tional stage between an originally exclusively motional function and the exclusively inverse function found in modern Kui and Pengo) but it still occupies the same suffixal slot as other motional orientation morphemes.

8.2.3.3  Subject and Deictic Centertc \l4 "8.2.3.3  Subject and Deictic Center
The important difference between the Kuki-Chin and Dravidian systems which we have looked at in this section and more typical direction systems is that while in the latter argument indexation is hierarchically determined, often completely independent of case or grammatical relations, in Chin and Kui-Pengo the verb indexes the subject, with hierarchical status irrelevant.  In other words, in these languages there is a subject relation, which is independent of the deictic center; demonstrating the independence of this variety of direction-marking from any sort of subject‑selection process.

8.3  A Unified Approach to Hierarchical systemstc \l2 "8.3  A Unified Approach to Hierarchical systems
The typological patterns exemplified above vary in their structural expression, which is some combination of case marking on A arguments, indexation in the verb or a pronominal clitic bundle, and morphological marking of the verb for inverse (and, sometimes, direct and local) status.  But there is obviously a deep functional unity; all of these patterns reflect the same hierarchy of person, and serve to distinguish between transitive configurations with SAP and non-SAP A arguments.

8.3.1  Viewpoint and Attention Flowtc \l3 "8.3.1  Viewpoint and Attention Flow
In DeLancey 1981, I suggested an interpretation of these patterns in terms of two putatively cognitive categories,  viewpoint and attention flow.  The concept of viewpoint has been recognized by many researchers in psychology and linguistics (as well as literary theory and elsewhere); the same idea is often called perspective.  Just as an actual scene must be observed by an actual observer from a specific actual location, which determines a certain perspective on the scene, so a virtual scene, being described by a speaker, must be scanned from a specific virtual perspective.  In real life, one's perspective as an observer is always one's physical location,
 and this is thus the most natural perspective from which to render any description.  Of course, perspective can be manipulated for various discourse purposes.  But surely my own perspective is the most natural for me to take in relating an event in which I was actually a participant.  My addressee, likewise, can be expected to have a personal involvement in the perspective from which an event is related if it is one which she was a participant in.  Thus is seems natural to interpret hierarchical agreement as simply an index of this concrete viewpoint, tagging a clause as being presented from the perspective of the deictic center, because one or both SAP's are participants in it.

Attention flow is equivalent to the notion of scanning in Cognitive Grammar:  in actual perception, our attention begins with one element of a scene, and scans through the perceptual field, taking its various elements in decreasing order of their intrinsic or contextual interest.  When we present a mental image, we perform an imaginary scan of the same type, and present the elements of the image to our hearer so as to help him recreate not only the image, but the image scanned as we scan it.  (We will return to this in the next lecture).  The beginning of the scan we can call the starting point.  In observing--and therefore in relating--a transitive event, an objective observer can be expected to attend first to the Agent, on no more elaborate grounds than that, in an Agentive event, there is nothing to attend to until the Agent acts.  Put in other words, causes precede effects, thus an Agentive event necessarily starts with the Agent, and so the default attention flow (or direction of scanning) starts with the Agent.

Then both split ergative and inverse marking can be interpreted as devices to signal a conflict between starting point and viewpoint.  In a transitive configuration with a SAP A argument, viewpoint and starting point coincide.  In both split ergative and inverse systems, this is the unmarked pattern--no case marking on the Agent, no marking (in a simple, Nocte-type system) on the verb.  When the Agent is not a SAP, the starting point (the 3rd person Agent) and the viewpoint (the speaker) do not coincide, and in this situation split ergative languages mark the Agent to show that it is not the viewpoint, and inverse languages flag the verb to indicate that there is a conflict.  Languages of the Chin or Kui type are flagging a slightly more specific conflict, where the starting point and the viewpoint are both arguments of the clause, but different arguments.  Sahaptin takes the final step of doing both, marking both the conflict between starting point and viewpoint and the special situation in which viewpoint is a non-Agent argument.

It has often been noted (Halliday 1967:217, R. Lakoff 1969, Ross 1970) that there is something odd about English passives with pronominal, and especially 1st or 2nd person pronominal (Kuno and Kaburaki 1977) agents.  While this is indubitably true, it is relatively easy to convincingly demonstrate that there is nothing in principle ungrammatical about such sentences in English (Kato 1979).  As a result, this very interesting interaction of person and voice does not count as a legitimate topic of investigation within most formal frameworks.  To many linguists the fact that passives with SAP Agents are ungrammatical in languages like Nootkan (Whistler 1985, Dahlstrom 1983) or Jacaltec (Craig 1977) is legitimate syntactic data, but the fact that such constructions are conspicuously rare and seem to be highly marked in a language like English is not.

Nevertheless it is self-evident that the functional motivation for both facts is the same, and clearly in the same functional domain as the hierarchical systems which we examined in the last section.  In the terms of DeLancey 1981a, passive is a device for indicating marked viewpoint, i.e. viewpoint associated with a non-Agent argument.  Thus passives with SAP subjects are entirely natural, and in Nootka are obligatory.  In contrast, passives with SAP Agents are highly marked, since presenting in passive voice an event with a SAP Agent amounts to deliberately shifting viewpoint away from the one participant with whom it is most naturally and intimately associated.  The difference between English and Nootkan is simply that a what is a functionally-motivated tendency in English has been grammaticalized into a structural restriction in Nootkan.

8.3.2  The "Pragmatic Inverse"tc \l3 "8.3.2  The "Pragmatic Inverse"
With increased attention to the phenomenon of direction marking have come proposals to recognize a wider range of phenomena as "inverse".   Klaiman (1991, 1992) suggests including under the category of inverse the notorious Apachean yi-/bi- alternation.  Like the deictic inverse, this alternation involves no change in transitivity, and is triggered by the relative ranking of two arguments of a transitive verb in terms of the Empathy Hierarchy, which Klaiman sees as a hierarchy of "ontological salience".  In DeLancey 1981a both of these constructions are interpreted as devices for managing conflicts of viewpoint and attention flow, an analysis operationally equivalent to Klaiman's.  They are not conflated into a single category, however, on the same grounds to be argued here--essentially, that the deictic inverse is an intrinsically deictic category, and in this respect differs from other related alternations.

8.3.2.1  Expansion of the Concepttc \l4 "8.3.2.1  Expansion of the Concept
Thompson (1989a, b, 1990, 1994) considers the cognate construction in other Athabaskan languages to likewise be inverses.  In Koyukon and other northern Athabaskan languages, the alternation between the two 3rd-person object forms is not nearly as strictly hierarchically governed as is reported for the Apachean languages.  However, Thompson shows by quantitative discourse analysis techniques that in Koyukon the bi- form is used when the object is unusually topical relative to the subject.  Since in earlier work (1987) he had shown a similar discourse function for the direct/inverse alternation with proximate and obviative 3rd person arguments in the Algonquian language Plains Cree, he argues that direction in Algonquian and the yi-/bi- alternation in Athabaskan represent the same functional category.

Givón (1990, 1994a) further extends the concept of inverse to include any construction whose function appears to be to code unusual topicality of an object without suppressing the subject argument, including even constituent order alternations in which an unusually topical object NP is fronted (the "word-order inverse"):

... it can be shown that the functional characteristics of these object-topicalizing clauses are the same as those of all other types of inverse clauses:  They all topicalize non-agent arguments ... And they do not involve a drastic pragmatic demotion of the agent.  There is no principled reason for not attaching to these construction their rightful functional label. (1994a:18)

While there may well be grounds for attaching some functional label to this entire range of constructions, it is certainly debatable whether inverse is the best one, as the term has always been applied to a) a structural configuration (and one which is much more explicitly definable than, say, "passive"), and b) one whose function is quite tightly tied to the category of person.  The label thus appears to have considerable validity and utility in its traditional use.  A convincing argument for the expansion of its use to the extent that Givón advocates would require a demonstration that the traditionally-recognized structural-functional unity of the classic deictic inverse can be seen to be somehow chimerical.  Givón asserts this claim, but does little to demonstrate it.

The Thompson-Givón interpretation of the inverse presents a functional definition of the category which considerably expands the set of inverse constructions, to include constructions from a number of languages which have little or nothing in common structurally with the classic inverse:

An inverse construction indicates a deviation from the normal degree of relative topicality between agent and non-agent.  Traditional uses of the word "inverse" have been limited to those languages in which inverse constructions are based on the ranking of persons ...  One of the contributions of this paper and Thompson (1989a) is to extend the term "inverse" to languages such as Koyukon, where the direction system can operate between third person arguments, but not obligatorily between speech act participants and third persons.

(Thompson 1994:60-1)

The terminological innovation here is the application of the term "inverse" to languages which mark "Contextual or generic ranking between third persons (e.g. Athabaskan)" (Thompson 1994:61).  The more important issue is the assumption that the differences of behavior across person observed in inverse systems is just a particular case of topicality, i.e. of "contextual ... ranking between third persons."

8.3.2.2  "Semantic" and "Pragmatic" Inversetc \l4 "8.3.2.2  "Semantic" and "Pragmatic" Inverse
Givón, in recognition of the discreteness of the deictic inverse, distinguishes it as the "semantic inverse", a recognizable subcategory of the broader inverse category.  Thompson's Athabaskan-type "inverse" which involves only ranking between third persons is then labelled the "pragmatic inverse".  Especially in light of the discussion in Givón 1990 (pp. 611-18) it is hard to see how this notion of "pragmatic inverse" differs from the notion of obviation, which has long been known to be often associated with inverse, but nevertheless recognized as a distinct phenomenon.

Part of the empirical argument for this hypothesis is that in some inverse-marking languages, such as the Algonquian languages (see above and Dahlstrom 1986) and the Tibeto-Burman language Chepang (Caughley 1978, 1982, cf. Thompson 1990), the same mechanism is used to encode a person-based direct/inverse system and to categorize 33 configurations according to whether the subject or object is more topical.  Thus Givón notes:

One can, of course, detect a fundamental unity in the use of the semantic and pragmatic inverse in a language that unites both functions in the very same construction.  (1994:22-3)

One problem with this claim is that there seem to be relatively fewer such languages than we might expect to find if there were in fact the "fundamental unity" which Thompson and Givón suggest; at least in the literature I have seen, the "semantic inverse" with no "pragmatic" extension into the realm of 3rd person arguments seems to be the commonest type.

But the Givón's broader argument is not empirical in this sense.  Rather, it assumes that the differences between speech act participants and 3rd person arguments which is reflected in inverse marking is simply a special case of the broad category of differences in topicality.  A clear statement of this assumption is provided by Doris Payne:

Because 1st and 2nd person participants are already, simply by the pragmatics of the speech act, individuated from the world of things "out there" to be talked about, they are inherently more topical than 3rd persons.  The speech act participants are also always available in memory; by definition, if a hearer is attending to a speaker, the hearer must always have an "open file" for the speaker.  There is also a natural sense in which speech act participants are generally taken for granted as "more important" or the "natural center of interest", over 3rd persons.  Thus, regardless of any particular discourse context, the hierarchy in (8) [i.e. 1 > 2 > 3] can be taken as an inherent topicality hierarchy.  (Payne 1994:316)

Thus the expression of topicality relations among 3rd person participants and the deictic SAP/3rd opposition are seen as belonging to the same functional domain (in the sense of Givón 1981).  Since topicality maintenance in the broad sense is the larger and more functionally central domain, the implication--made explicit by Givón--is that the "semantic" inverse is only a variant of the broader inverse category:

In many languages with a direct vs. inverse voice contrast, the inverse clause must be used obligatorily under certain grammatical conditions.  Most commonly, such obligatory 'inversion' occurs when the agent is third person but the patient is first/second person, or when the agent is inanimate/non-human but the patient is animate/human.  One may consider this an inherent topicality inversion:  Universally, speaker and hearer outrank 3rd persons in topicality, and animates/humans outrank inanimates/non-humans.  These cases of obligatory inversion are in essence grammaticalized uses of the inverse voice under the same basic conditions--the patient outranks the agent in topicality.  (Givón 1990:617; emphasis original)

But there is another typological context in which inverse constructions can be viewed.  Inverses have both typological and diachronic connections with other phenomena which are fundamentally concerned with the functional domain of deictic orientation.  Viewed from this perspective, the "semantic" inverse can be seen to be primary, and to the extent that some "pragmatic" constructions may be connected to the classic inverse pattern, it is probable that they represent extension of an originally deictic pattern.

Givón further makes the tentative suggestion that the "semantic" inverse may be seen universally as arising diachronically from a grammaticalization of a pragmatic inverse construction:

... it was suggested that word-order inversion precedes--and gives rise to--pronominal morphological inversion.  Since all word-order inverses known to us are purely pragmatic, the inference is strong that pragmatic inversion is the diachronically early, general ('unmarked') phenomenon, and that semantic inversion is the more special ('marked') sub-phenomenon within it ... However, if this hypothesis is to prevail, the existence of the purely-semantic, purely pronominal inverses ... must be interpreted as a vestigial survival of an erstwhile mixed semantic-pragmatic inverse. (Givón 1994:29)

I know of no evidence for such an inference.  Indeed, Gildea (1994) documents a language with both functions grammaticalized in entirely different structural systems.  And there is substantial evidence against the claim that the classic inverse pattern necessarily arises from a "pragmatic" inverse. In fact, the opposite line of development--from a grammatical restriction on passives into an inverse system--seems much more plausible.  As we have seen (section XXX), there is also reason to think that an inverse system may sometimes arise from a system of morphological marking of deixis for motion verbs; this source too is rooted in the fundamental deictic distinction.


Lecture 9: Subject and Topic: Starting Pointstc \l1 "Lecture 9: Subject and Topic: Starting Points
Tibetan is a striking example of a language in which surface morphological and syntactic phenomena directly reflect underlying thematic relations.  As we saw in Lecture 6, there is no morphological, and very little syntactic, evidence in Tibetan for subject or object roles distinct from thematic relations.  But the majority--probably the overwhelming majority--of languages are not like Tibetan in this respect.  If we compare the English and Tibetan in the following examples:

1)
blo=bzang shi-ba red 

'Lobsang died.'

Lobsang   die-PERF

2)
blo=bzang-la ngul  dgos

'Lobsang needs money.'

Lobsang-LOC  money need

3)
blo=bzang-gis nga gzhus-byung
'Lopsang hit me.'

Lobsang-ERG   I   hit-PERF

We see that the noun blo=bzang in the Tibetan examples is marked, respectively, as THEME (with zero marking), LOC (-la), and AGENT (‑gis).  In the English equivalents, Lobsang has the same form in all three sentences.  In Tibetan, as we have seen, there is no verb agreement per se; but certain alternations in auxiliaries depend in part upon the person of certain arguments (DeLancey 1990, 1992a): the byung perfective in (3), for example, is there because there is a 1st person non-Agent argument.  However, this is entirely independent of any putative objecthood; byung occurs just as easily with 1st person arguments in S and A functions:

4)
nga 'khags‑byung

I    cold-PERF

'I'm cold.'

5)
nga-r deb de    rnyed-byung

I-DAT book that found-PERF

'I found the book.'

6)
nga hab=brid brgyab-byung

I   sneeze   throw-PERF

'I sneezed.'

Unlike the initial arguments in the Tibetan sentences (1-3), which share nothing in the way of case marking, verb agreement, or anything else, the initial arguments in the English translations share a great deal of morphsyntactic behavior, and thus constitute a robust category.  This is the well-known and notoriously problematic subject category.  We have seen that there is no directly corresponding structural category in many languages, including not only anomalously transparent systems such as Tibetan, but more conventionally ergative, split ergative, and active-stative languages, and languages with inverse systems or other varities of hierarchical agreement.

One lesson we need to learn from the structural patterns that we examined in the last lecture is the separability of different aspects of "subject"hood.  In these languages, there is not a subject, as there is in almost all English sentences.  There is a starting point, and there is a viewpoint, and what is tracked is the relation between them, not an enforced compromise.  Then to ask "what is the real subject" can only be to ask what is the subject for purposes of a particular construction, and the answer is, whichever is demanded by the function of that construction.

But a tremendous number of languages--all those of truly "nominative" alignment--grammaticalize something very similar to English subject.  Our purpose in this lecture will be to analyze the functional determinants of subjecthood in English, i.e. to try and explain why a language (and, a fortiori, why so many languages) should have such a category.

9.1  Approaches to Subjecthoodtc \l2 "9.1  Approaches to Subjecthood
9.1.1  Formal definitionstc \l3 "9.1.1  Formal definitions
In many formal approaches, subject and object are taken as given by the theory.  They may either be simply stipulated, as in Relational Grammar, or defined configurationally.  In early Transformational Grammar subject was defined as the NP directly dominated by S, and object as an NP directly dominated by VP; a more current interpretation defines subject as the "external" and direct object as the "internal" argument.

Connecting grammatical relations to the concepts of "external" and "internal" arguments is a non-explanation, unless it is accompanied by some (presumably functional) explanation of why there should be these two kinds of arguments.  To the extent that an old-fashioned Phrase-Structure grammar represents a correct understanding of the structure of any given language, then there is indeed an NP in each clause which is directly dominated by S, and up to two in each clause which are directly dominated by VP.  Of course, this interpretation of the subject relation implies that if there are languages which are not accurately represented by such a PS grammar, then the theory does not define subject for them--a conclusion to which some typologists would be quite sympathetic.  A common and important objection to this interpretation of grammatical relations is to cite the fact that so many languages pay as much attention as they do to subjects and objects.  In English the subject relation is clearly central to the syntax; a great many important construction types, including such basic syntactic functions as complementation and yes/no questions, simply cannot be accurately described except in terms of subjecthood.  And there are a very great many languages of which this is true.  The existence of such languages, and of so many of them, is taken by Functionalists as compelling evidence that the category of subject must carry some significant functional load.

9.1.2  Typological approachestc \l3 "9.1.2  Typological approaches
The fundamental task for typology is to establish whether or not subject is in fact a universal linguistic category, and if so how we know one when we see it.  The primariy task for functional research is to explain why the subject relation has the prominence which it has in so many languages.  A fundamental difficulty in defining subject in terms of function is that structurally, there is really no one such thing as "subject".  In subject-forming languages
 like English, subject is defined by a complex of behavioral properties, as it is in German, in Irish, in Swahili, Japanese, and Klamath.  And there is considerable overlap in those behavioral properties:  case in German, Irish, Japanese, Klamath, and marginally in English, verb agreement in Swahili, German, Irish, and marginally in English, initial position in English, German, Swahili, and Japanese (but with differing degrees of predictability--more often initial in English than in German, for example).  But other properties may be more language-particular--English Subject-Aux inversion, for example, is often regarded as one of the crucial tests for subjecthood--hence its relevance to the problem of the subject of presentational there is sentences.  But this is very much English-specific.

In a seminal paper Keenan (1976) assembled sets of behavioral and functional properties which are associated with the subject relation in many languages.  Prominent among these are least-marked case form, verb agreement, privileged accessibility to relativization, control of reflexivization and other anaphoric phenomena, Agenthood, and topicality.  Keenan noted that there is no associated subset of properties consistently associated with subject in all languages, and thus no possible criterial definition of subject.  Instead, he proposed (without calling it that) a "family resemblance" definition of subject, in which the subject of a sentence is that argument which has the largest number of properties from his lists.  Putting the matter this way still presupposes that there is such a thing as a subject in every sentence, and/or in every language, a question on which there remains some divergence of opinion among functionalists:  Dixon (1994, cp. DeLancey 1996) assumes the universality of subject with little argument, and Givón (1997) with none, while Dryer (1997)  and Mithun and Chafe (1999) express strong sceptism about the universal relevance of the category.  To some extent these may be differences of definition.  If by Subject we mean a category of argument that can be structurally defined and equated, on structural or functional grounds, with an analogous category in other languages, there does not seem to be such a relation in every language.  At the other extreme, there is no doubt that in any language at least one of Keenan's properties will identify a category with some functional similarities to subject in a language like English.  But the argument between, say, Givón and Dryer is more a question of functional vs. structural definition.  Givón claims that there is a universal subject function, while Dryer denies that there is a universal structural category of subject; both could quite possibly be correct.

A further consideration is that in certain senses of the term, at least, "subject" is a multifactoral category.  The syntactic properties which define categories have functional motivations which are associated with the functional basis of the category.  In the case of subject, there is a substantial range of syntactic properties associated with it, and considerable cross-linguistic variation in how they bundle.  There is every reason to expect, as is the case with other categories, that different properties may in fact reflect different functional motivations, which coincide in the same structural category in some languages but not in others (cf. Mithun and Chafe 1999, Croft 1991:16).

9.1.3  Basic and Derived Subjectstc \l3 "9.1.3  Basic and Derived Subjects
In discussing where subjects come from, we need to distinguish between basic and derived subjects.  By this I mean subjects of basic (in the sense of Keenan 1976--these are Keenan's b-subjects-- or Givón 1979) or derived sentences, the latter being passives and other constructions which can be perspicuously described only in terms of some other more basic pattern.  Such derived constructions are well-known to have a function in the organization of discourse (Givón 1979), so that in effect we are distinguishing between what a verb lexically expects to be its subject and what the speaker actually chooses as a subject for a particular utterance.  The referents of these terms are more or less the same as those of the old terms "deep" and "surface" subject, but, despite my use of the convenient term "derived" here, there is no need to appeal to distinct syntactic levels in order to distinguish between the two phenomena.

The problem of basic subject selection is, are there general principles which will tell us which of the arguments of a verb is its default subject?  We notice immediately, for example, that if a verb has an Agent argument, that is the unmarked subject.  This pattern is quite robust across languages with a recognizable subject category.  Since we have refuted the idea that there are distinct Instrument or Force roles which can compete with Agent for the subject role, we do not immediately have to resort to a "case hierarchy" (Fillmore 1968, Givón 1984, Bresnan XXX, inter alia) in order to guarantee primacy of Agent.

The only other thematic relation which we have seen in the subject role is the Loc argument of possessional constructions and experiencer verbs like like.  This is, indeed, the original motivation for the distinct case role Experiencer, to provide a label for those Loc (or "Dative") arguments which occur as subjects.  This then makes it possible to say that subject is selected according to a hierarchy of case roles.  In our terms this would probably look like (cf. Givón 1984):

Agent > Experiencer > Theme > Locative

This is a neat statement of the facts, but without more of a story it is not yet an explanation.  We need to explain why this hierarchy, rather than some other, is universal.

9.2  Theories of Subjecttc \l2 "9.2  Theories of Subject
Functional accounts of the subject category, have, from time immemorial, revolved around to functional categories:  Agent (the traditional "doer of the action") and Topic (the traditional "what the sentence is about").  Neither of these is and adequate basis for a theory without further refinement.  Agent is a reasonably well-defined concept (see Lecture 4), but accounts for only a subset of subjects.  Topic, in contrast, is a vaguely-defined category which therefore can be applied to many different things, some of which are and some of which clearly are not subjects.

9.2.1  Subject and Topictc \l3 "9.2.1  Subject and Topic
For generations discussions of derived subjecthood have revolved around a notion referred to as thematicity (Mathesius 1975) or topicality.  English speakers have a clear intuition that the motivation for a passive sentence is that the non-Agent argument which is selected as subject is so selected because it is "more important".  The problem is specifying exactly what we mean by "important", or "topic".  Topic, though used as a technical term, often ends up meaning little more than "whatever it is that makes a non-Agent argument eligible for subject status in a passive sentence".

Givón motivates the case role hierarchy of eligibility for basic subject status in terms of relative inherent topicality.  In the study of topicality, certain types of referent are considered to be inherently more topical than others--in particular, humans than non-humans, and animates than inanimates.  Givón claims that Agents inherently topic-worthy, as well as being typically animate, and prototypically human.  Experiencers are necessarily human or anthropomorphized non-humans, and thus inherently more topical than any non-human stimulus (i.e. Theme) argument.  Since experiencer verbs are typically indifferent to the animacy of their Theme argument, this means that the Experiencer will be the most inherently topical, and thus the default subject.

This account of basic subject selection then ties neatly into a story for derived subjects, which are likewise responsive to topicality--but actual, discourse-based topicality, rather than inherent.  This part of the hypothesis is in principle open to empirical verification.  Assuming that we can provide some operationalizable definition of topic (and if we can't, then any use of it as an explanatory construct severely weakens our theory), then we can look at actual discourse, and see whether or not there is a correlation between derived subjecthood and topicality.

Givón (1983a) attempted to provide, if not a definition, at least a replicable measure of topicality, based on the presumption that a more topical referent in a discourse will be mentioned more often than a less topical one.  This suggests the simple expedient of taking the number of times a referent is referred to (explicitly or anaphorically) within a given span of text as an index of its topicality.  The utility of the measure was confirmed when a number of grammatical factors hypothesized to reflect topicality--most importantly, for our purposes, voice alternations--turned out to correlate quite significantly with topicality as measure by text counts (Givón 1983b).

But the notoriously nebulous character of the topic category remains problematic.  It is very reassuring to find an objective, quantifiable variable which correlates so neatly with our intuitions about topicality and its relation to grammar, but it would still be nice to have a clear picture of exactly what it is we are talking about.

9.2.2  Subject as Starting Pointtc \l3 "9.2.2  Subject as Starting Point
In DeLancey (1981a), following out suggestions by Ertel (1977) and MacWhinney (1977), I presented an account of subject choice in terms of a putatively cognitive category of starting point.  Similar suggestions have been made by Chafe (1994, cf. Mithun and Chafe 1999) and others.  Put in Langacker's terms, this is the start of a mental scan of a scene or event.  In actually observing an event, one's attention moves from one participant to another.  There may be any number of factors which will determine where an actual individual actually begins to actually scan an actual scene--besides inherent attractors of attention such as size, motion, and humanness, a particular perceiver has individual predispositions and interests, and potentially some personal or emotional involvement with all or some aspects of what is happening.  But there are certain default values.  As we noted in the last lecture, the Agent is the natural starting point for an observer with no interest in the event beyond observing it.  Thus the natural direction of scanning, or attention flow, is from the Agent to the other arguments.  And, just like the topicality hypothesis, this account is easily extended from basic to derived subjects.  Passive voice is interpreted as a syntactic device to signal the hearer that an inherently Agentive event is being presented with something other than the Agent as the starting point, and hence subject.

Starting point can be thought of in the following terms: while the theoretical sentence may be constructed around the verb, actual sentences are built around a NP.  That is, a speaker begins to construct a sentence by choosing a referent, and constructs the sentence with that referent as starting point.

The formulation of subjecthood in terms of starting point has certain elements of superiority to the topicality approach.  For one thing, it provides a framework for understanding a range of models of clause organization, including both nominal and aspectual split ergativity (DeLancey 1981a, 1982), true inverse patterns, and passive constructions.  Most importantly, it represents a more precise, operationalizable construct than topic.  In the form in which it is presented in DeLancey 1981a, however, it remains speculative, in the sense that the cognitive categories which are invoked as explanatory devices are inferred from the linguistic facts which they are intended to explain.  As we will see in the next section, more recent work has provided an operationalizable version of starting point and demonstrated its relevance to subject formation experimentally.

9.2.3  Attention and subject formationtc \l3 "9.2.3  Attention and subject formation
In an elegant series of studies, Russell Tomlin and his students has demonstrated that in on-line discourse production, subject selection in English and (provisionally) several other languages is driven primarily, if not entirely, by attention.  In an early study (Tomlin 1983), he looks at the alternation of active and passive sentences in the (English) play-by-play description of a televised hockey game.  The bulk of the data turn out to be easily describable in terms of a simple model in which the speaker is tracking the puck, and the puck, the shot, or the player handling the puck are the automatic choices for subject status.  This is hardly surprising, in terms either of our everyday experience.  But it is not directly predicted by the way that we typically talk about topicality and subjecthood, since it is not intuitively obvious that the puck itself is the "topic" of the play-by-play, in the sense that, for example, my brother is the topic of a story about him.  In more recent studies, Tomlin and his students have pursued an experimental strategy of eliciting discourse under controlled conditions, with the primary variable being where the subject's attention is directed (Tomlin 1995, 1997, Tomlin and Pu 1991, Kim 1993, Forrest 1999).  Attention is used here is a very explicit sense.  At any given moment, an individual is giving primary attention to one element within the visual field; Tomlin shows when the speaker formulates a sentence to describe what is in the visual field, the attended element will be selected as subject, and the rest of the sentence--in terms of both syntactic construction and lexical choice--is constructed accordingly.

9.2.3.1  Attention and subject selection in controlled discourse productiontc \l4 "9.2.3.1  Attention and subject selection in controlled discourse production
Forrest (1992, 1999) demonstrates the association between attention and subject selection in reporting static scenes.  In her study, subjects were presented with a computer screen on which are

two figures, for example a cross and a circle, one above the other.  The subject's task is to describe the spatial relation of the two figures; thus subjects are producing sentences like The cross is above the circle or The circle is below the cross.  Forrest was very consistently able to determine the form of subjects' output by directing their attention to either the upper or lower part of the screen.  For example, in one version of the task, the subject first sees a blank screen.  Then a cue flashes in either the upper or lower part of the screen, which quite reliably attracts the subject's attention.  Immediately (so as to be within the very short amount of time--on the order of 150 milliseconds--which is required for humans to reorient their visual attention) the task screen is presented.  If the screen has a cross in the upper part, and a circle in the lower, subjects who have been primed to attend to the upper screen will report The cross is above the circle, if they have been primed to attend to the lower screen, they will report The circle is below the cross.  An important aspect of this study is that the subjects are never told that they should be attending to one figure or another.  Once a subject's attention is directed to one location on the screen, he will automatically attend to the figure which then occupies that location, and the attentional focus is robustly coded as subject.  (Cf. the discussion of semantic Theme as perceptual Figure in Lecture 3).

Tomlin's experiments involve the reporting of events.  In one study (Tomlin 1995), subjects are shown an animated sequence in which differently-colored but otherwise identical fish swim toward one another from opposite sides of the screen.  They meet in the middle, and one opens its mouth and swallows the other.  The subject's task is to describe what is happening on the screen.  The crucial question, of course, is the form of the climactic sentence--does the subject report Then the red fish eats the blue fish or Then the blue fish is eaten by the red fish?  Again, Tomlin is able to control subjects output by drawing their attention to one or the other of the fish as they first emerge onto the screen.  In this experiment a small arrow appears briefly on the screen pointing at one of the fish as it emerges.  Consistently, English-speaking subjects make the cued fish the subject of the climactic sentence, choosing active or passive voice according to whether the attended fish is the eater or the eaten; similar results were found in other languages studied.

Tomlin's interpretation of these studies is that in a performance grammar of English, subject is the linguistic reflection of attention.  He further suggests that other putatively subject-associated properties such as humanness, animacy, agentivity, and size have no direct connection to subject formation.  All of these factors are well-known determinants of attention, which in Tomlin's model (Tomlin 1997) is the sole direct determinant of subject selection.

9.2.3.2  Attention and topicalitytc \l4 "9.2.3.2  Attention and topicality
Tomlin's results present a very plausible picture of how subjects emerge in on-line descriptive discourse.  There are various possible objections to his hypothesis as an explanation for the subject category.  One which need not detain us for long is the argument that while this may be part of a performance grammar, it is not, nor could Tomlin's experimental methods lead us toward, a grammar of competence.  But this presupposes the correctness of a theory in which there is a discrete, autonomous linguistic competence which is distinct from and prior to performance.  We have no commitment to such a concept--if a grammar of linguistic production and comprehension is able to account for linguistic structure, there is no theoretical or metaphysical reason to insist that it is somehow underlain by an inaccessible grammar of competence.

A more concrete problem is the obvious fact that most linguistic use is not on-line description--that is, most sentences which are actually produced in language use are not descriptions of anything in the speaker's immediate perceptual field.  To take a simple thought experiment, you can certainly imagine yourself watching a cloud, or a bird, or some other pleasant distraction, while talking to someone about linguistics, or family problems, or anything at all.  When I return home and tell a mutual friend Susan said hi, it is probably the friend who is my actual attention focus; in any case it is not Susan.

Still, Tomlin's results cannot be irrelevant to the general problem of subjects.  For one thing, his proposal to replace the hopelessly fuzzy concept of topic with the well-studied and easily measurable concept of attention is too attractive to dismiss offhandedly.  More important, Tomlin's hypothesis seems to be the correct account for subject formation in his experimental tasks (and in more naturalistic discourse such as sportscasting).  If that is true, we do not want to posit a completely different subject-formation mechanism for other modes of discourse.

Once again, we come face to face with the essential mystery of human cognition.  Discourse which is not a description of the immediate context evokes and/or builds a virtual world in which virtual events are described as taking place.  As Langacker, Chafe, and others argue, the mechanisms by which we portray this world are virtual analogues to the perceptual mechanisms by which we build our representation of the real world.  Thus a description of an imaginary event does have exactly the same kind of scanning sequence as the perception and description of an event in real time, and is done from a virtual viewpoint which defines a virtual perspective on the scene.

9.3  Basic Subjectstc \l2 "9.3  Basic Subjects
Obviously Tomlin's results cannot be directly extended to basic subject selection, since a verb is a label for a concept, not a specific (real or virtual) scene being scanned.  But if we think of a verb as representing a generic scene, we will think of it presented in the most generic, i.e the most natural, scan.  There are well-known psychological principles of attention allocation, including preferential attention to human over non-human arguments, and to moving objects in preference to immobile ones.  As I have suggested above, the second of these (and, pragmatically, the first as well) implies Agents in preference to other arguments.  Preferential attention to humans is enough to explain why experiencers are basic subjects in preference to their frequently inanimate Theme "stimulus" argument.

This might sound like an argument in favor of Experiencer as an underlying case role, which I argued in Lecture 3 should be dispensed with in favor of a more general and basic role of Location.  In fact recognizing Experiencer as a distinct and coherent role creates larger problems than any that it might solve.  For example, Pesetsky (1995:18-19) adduces pairs such as (7-8) and (9-10) as evidence that there cannot be a strict hierarchy of eligibility for subjecthood:

7)
The paleontologist liked/loved/adored the fossil.

8)
The fossil pleased/delighted/overjoyed the paleontologist.

9)
Bill disliked/hated/detested John's house.

10)
John's house displeased/irritated/infuriated Bill.

The claim is that predicates like like and dislike take an Experiencer subject and a Theme object, and predicates like please and displease take a Theme subject and an Experiencer object.  Thus there cannot be any general principle which requires Experiencer rather than Theme to be selected as basic subject.

The verbs in (7) and (9) are ordinary experience subject verbs of the sort which we discussed in Lecture 3.  It is the "Experiencer object" verbs in (8) and (10) that are problematic for a functional account of basic subjects such as we are trying to develop.  If we apply Fillmore's tests to these verbs, we find that they act like change-of-state verbs.  They are not labile, but they clearly have stative as well as eventive passives; indeed to my intuition this is by far the most natural use for most of these verbs:

11)
The paleontologist was overjoyed

12)
I'm just delighted over your success.

13)
He seems irritated.

14)
I'm bored!

Thus the argument structures of the two types of verb are quite different:

15)
The paleontologist liked the fossil.

LOC



  THEME

16)
The fossil pleased the paleontologist.

  AGENT      LOC

THEME

The semantic difference between the paired verbs is a difference of construal.  A situation in which a person experiences some cognitive or emotional state can be construed in three ways--as a state which the individual enters into, parallel to sick or grown-up, as a force which enters into the individual, as a disease, or as a proposition entertained in the individual's mind.  The last of these is grammaticalized as dative-subject predicates like like; the first is grammaticalized as a species of change-of-state predicate like please.  Even if the like and please sentences should be truth-conditionally equivalent (though Pesetsky (1995:56-60) perspicuously shows that they are not) this is irrelevant to the actual semantics which inform their syntactic behavior.

Still, it is true that English is able to lexicalize these two alternate construals of the same "objective" situation-type only by contravening the principle that intrinsically human arguments, as inherently natural foci of attention, should automatically be basic subjects.  In that context it is worth repeating the observation that these verbs seem to be most naturally used in the passive--which in this instance is being used to rectify this less-than-optimal choice of basic subject (cf. DeLancey 1981a:XXX)
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     �The explanation given in Molière's Le malade imaginaire for why opium induces sleep is that it contains a "dormitive principle".


     �Though, in justice to our predecessors, it could well have had something to do with embarrassment at Schmidt's highly speculative ideas about ethnological typology, and his attempts to correlate them with linguistic typology.


     �Sic.  The content of the word "empirical" in this sentence has never been clear to me.


     �The difference between the two formulations presumably being that for Chomsky, the "set of sentences" will be the totality of sentences generated by the grammar of a particular speaker, for Bloomfield the totality of sentences which would be acceptable to members of the community.


     �As well as Hargreaves 1991, Dickinson 2000.


     �To expose the grubs underneath. 


     �Widely-cited examples include the use of German von and Latin ab to mark the agents of passives.


     �Bloomfield is using the word function in a different sense than ours.  In the older sense used by Bloomfield, function refers to syntactic function, e.g. as subject or object (Bloomfield's "actor" and "goal"), etc.  Thus his function is equivalent to our syntactic property (see below); I use function in a sense closer to Bloomfield's class meaning.


     �Note that these data also contradict Vendryes' claim that "all languages are at one in distinguishing the substantive from the verbal sentence".


     �Even with the end of the mother--in a very real sense Eleanor of Aquitaine will always be the mother of Henry, Geoffrey, Richard, and John Lackland (and a dozen or so more whose names I can't remember), even though none of them are any longer, or ever will be again, physical objects.


     �I am not speaking in glottogenetic terms here.  The point is not that somehow in the evolution of language other categories emerged from primordial nouns and verbs, but that all other categories originate and are regularly renewed by recruitment from the basic major categories.


     �And in Uralic:





It is known that in the Indo-European group the adjective was not differentiated from the noun until comparatively recently and the same appears to be true of Finno-Ugric.  (Hakulinen 1961:50)


     �The fact that in such a language, all nominal modifiers--both ordinary and property concept nouns--will be marked as genitive should not confuse the issue.


     �All Klamath forms are written in the practical orthography adopted by the Department of Culture and Heritage of the Klamath Tribes.  The orthography is essentially Barker's (1963a) phonemic orthography with a few self-evident typographical changes.  Examples taken from Barker's Klamath Texts (1963b) are cited with text and sentence number, i.e. 4:69 is sentence (69) in text #4.  Examples from other sources are cited with page numbers.


     �But not, for example, in the second clause of ex. (32)


     �Barker assigns it to his "residue" category, and labels it only as an "enclitic".


     �Barker's transcription of a comma in this sentence implies that sqel'am'c'as is an afterthought.  Note that it is still in object case.


     �There is a number of languages of this general type in western North America (DeLancey 1996, 1997, see also Talmy 1972, Jacobsen 1980, Langdon 1990); I don't know whether any of them show evidence of a distinct adpositional category.


     �In Talmy's (1985) analysis of the isomorphic structure in the nearby Hokan language Atsugewi, the "lexical prefix" is an initial verb stem which lexicalizes the shape of a THEME, and the LDS's are


called satellites.  The differences between this and the bipartite stem analysis are irrelevant to the present argument.


     �The underlined |d| in Barker's morphophonemic representation indicates an underlying /d/ which assimilates to any preceding consonant.


     �As suggested by Talmy (1985), these morphemes--at least in Atsugewi and Klamath--are probably not shape classifiers of instrumental arguments, as sometimes assumed, but action classifiers reflecting a characteristic type of motion.  In a non-mechanical technology the use of particular types of implement will be characteristically associated with particular body movements.  Even so, this category of verbal element does provide information about the instrument, in the same way that LDS's do about the LOCATION.


     �North American languages show a strong tendency to combine a great deal of grammatical material with the verb in a single phonological word, which we may take as a (thoroughly informal) definition of a polysynthetic language.  Klamath is polysynthetic by this definition, though not by others.


     �It is possible in some languages to derive causatives of trivalent verbs, producing a clause with four arguments.  I will argue, though, along with most other syntacticians, that we in such cases we must recognize the fourth argument as actually introduced in a distinct clause represented by the causative derivation.


     �Buy can have three arguments, as in:





I bought Jerry his own toad.





But the third argument is an added benefactive, not one of the underlying semantic arguments of buy.  We will return to problems like dative shift, benefactive advancement, and related issues of applicatives later.


     �It can be a core argument of pay:





�SEQ 2_0 \* Arabic \r 1�Error! Main Document Only.�)	Poor Fred paid some shark 4 mill (for a bunch of Florida mud).





But pay is not as tightly tied to the commercial transaction frame as are buy and sell; there are many other things for which one can pay besides merchandise that is bought and sold.


     �The problem of the relation of surface case forms to semantic relations was, of course, not new even in 1965, but had been so long banished from mainstream American linguistics that in their practical effect these proposals were indeed groundbreaking.


     �Almost literally "age-old"; the problem is discussed in traditional works on Tibetan grammar, tracing back to the 6th-century work of the legendary Thon=mi Sambhota. 


     �The case marker, la (-r after vowel-final monosyllables), is the locative (and allative) marker, and also marks dative arguments (recipients, possessors, experiencer subjects).


     �Perfective stem bsad 'killed'.


     �I will argue later that these facts are functionally motivated.  My immediate purpose here is simply to demonstrate, syntactically, that there exists in English a category of noun-like forms that cannot be considered full-fledged nouns.


     �Or cannot occur within a DP; the distinction is not relevant here.


     �Tamang data were provided by Kirpa Tamang in Eugene in 1989.


     �A Tibetan historical account of the origin of the Tamang precisely dates the split of Tamang and the rest of Tibetan to the 8th century C.E.


     �The phenomenon seems to have been discovered independently at least one more time; see Taylor 1956.


     �Agent-Patient and Active-Stative are actually distinguishable types (Mithun 1991), but not at the crude level of categorization we are thinking in terms of in this section.


     �But it is worth noting a couple of languages where both splits are combined; in both the Indic language Panjabi and Tibeto-Burman Kinnauri we find ergative case only on 3rd person A's in perfective clauses.  It is probably not coincidental that these two languages are spoken in relatively close geographical proximity to one another.


     �However, some scholars (Hannah 1912, Mazaudon 1978) have reported the use of =mkhan to form relative clauses off O arguments.  This does not necessarily refute a subject-based interpretation of the data discussed above; it could well be that that pattern represents a further extension of the domain of =mkhan.


     �DeLancey 1982a.  The term was originally proposed by Hale 1980.  For other examples of this kind of system see Hargreaves 1991a, b, Genetti 1988, 1990, DeLancey 1982b, Slater 1996, Dickinson 2000.





     �I hedge this with "almost", because Silverstein's, Dixon's, and others' discussion of the topic implies the existence of languages with a different split.  However, I am not aware of an example of a language with the split anywhere else except between SAP and 3rd person arguments.


     �Sunwar data were provided by Tangka Raj Sunawar in Eugene, Oregon, 1988-9.


     �Kiksht, also known as Wasco or Wishram, is a Chinookan language of the middle Columbia River, still spoken by a few elderly speakers in Oregon and Washington.


     �For the sake of clarity I present Chinookan verbs morphologically analyzed only as far as is necessary to illustrate the point under discussion.


     �Like much linguistic terminology, inverse shows up in the literature in at least one sense quite different from this one.  I have sometimes referred to this pattern as direction marking (following Hockett 1966), but to many readers this term suggests the morphological marking of deixis with respect to motional rather than transitive predicates.  Direct/inverse marking is less ambiguous, but still misleading, as in languages of this type the direct category is typically unmarked.


     �A significantly different definition will be discussed below.


     �It is not clear whether this suffix is originally a plural form or a distinct 2nd person form which is only secondarily homophonous with the 1st person plural.  However, even if the homophony shold be secondary, other cross-linguistic evidence that 1st person plural marking in such a form is not unnatural (see below) suggests that the fact that the homophony has survived is probably not coincidental.


     �For a sampling of the extensive descriptive and analytical work on Algonquian direct/inverse systems, see Hockett 1966, Goddard 1979, Wolfart 1973, LeSourd 1976, Jolley 1981, Dahlstrom 1986, Rhodes 1994.


     �My reference to first and second position suffixes counts only those which we examine here; what I am calling first and second position are actually second and third, first being occupied by an optional obviative suffix �em.


     �The �ee is analyzed as an allomorph of the direct morpheme.  The fact that this allomorphy is not phonologically conditioned should be the cause for some discomfort, as it suggests the possibility that Cree does not treat these configurations as truly direct.


     �It is possible that this earlier prefix might have been an inverse marker (DeLancey 1981b, 1988), but this question requires further investigation.


     �Sahaptian belongs to the Plateau branch of Penutian; Sahaptin is spoken along the upper Columbia, Nez Perce in adjacent areas of Washington, Oregon, and Idaho.


The reader is warned to note the terminological distinction between the family name Sahaptian and Sahaptin, which is one of its two daughter languages.


     �=aš is a pronominal clitic, occurring in sentence-second position, as noted above; note the occurrence of these clitics in the next two examples as well.


     �We can safely consider the phenomena associated with periscopes, remote cameras and so forth to be irrelevant here.


     �I take this explicitly tendentious term, which presupposes the claim that there are languages which do not form syntactic subjects, from J. Anderson (1979).


     �This is a different argument from that presented by Pesetsky (1995:22-3), who uses the passivizability of these verbs (without regard to stative or eventive interpretation) as an argument that they are not unaccusative predicates.





�.This classification of predicate types has a long and broad history; my thinking here most directly reflects the lexical decomposition approach of Generative Semantics and the Vendlerian approach developed by Dowty (1979) and Foley and Van Valin (1984).  For present purposes differences in formalization and terminology between this and other proposals along the same lines are more expository than substantive.  For example, I use GOTO instead of the BECOME function often used here (e.g. in Dowty 1979) simply to call attention to the fact that this schema represents both literal spatial motion and metaphorically motional change of state.





