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Abstract

We give a self-contained account of the results originating in the work of James and the second author in the 1980s relating the representation theory of $GL_n(\mathbb{F}_q)$ over fields of characteristic coprime to $q$ to the representation theory of “quantum $GL_n$” at roots of unity.

The new treatment allows us to extend the theory in several directions. First, we prove a precise functorial connection between the operations of tensor product in quantum $GL_n$ and Harish-Chandra induction in finite $GL_n$. This allows us to obtain a version of the recent Morita theorem of Cline, Parshall and Scott valid in addition for $p$-singular classes.

From that we obtain simplified treatments of various basic known facts, such as the computation of decomposition numbers and blocks of $GL_n(\mathbb{F}_q)$ from knowledge of the same for the quantum group, and the non-defining analogue of Steinberg’s tensor product theorem. We also easily obtain a new double centralizer property between $GL_n(\mathbb{F}_q)$ and quantum $GL_n$, generalizing a result of Takeuchi.

Finally, we apply the theory to study the affine general linear group, following ideas of Zelevinsky in characteristic zero. We prove results that can be regarded as the modular analogues of Zelevinsky’s and Thoma’s branching rules. Using these, we obtain a new dimension formula for the irreducible cross-characteristic representations of $GL_n(\mathbb{F}_q)$, expressing their dimensions in terms of the characters of irreducible modules over the quantum group.
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Introduction

This article is a contribution to the study of the modular representation theory of the finite general linear group $GL_n(\mathbb{F}_q)$ over a field $F$ of characteristic $p$ coprime to $q$. We have attempted in the first place to give a self-contained account of the results originating in the work of James and the second author [D$_1$, D$_2$, DJ$_2$, J$_1$, J$_2$] in the 1980s relating representation theory of $GL_n(\mathbb{F}_q)$ to representation theory of “quantum $GL_n$” at roots of unity. Since that time, there have been a number of conceptual simplifications to the theory, e.g. in [CPS$_3$, D$_3$, D$_4$, DDu$_1$, DDu$_2$, HL$_2$, T], which we have incorporated in the present approach from the outset. We mention above all the centrally important Morita theorem of Cline, Parshall and Scott from [CPS$_3$, §9]. We will reprove this Morita theorem in the present article in a self-contained way, thus leading us to a new and independent approach to the results of [D$_1$, D$_2$, DJ$_2$, DJ$_3$, J$_1$, J$_2$] assumed in the Cline-Parshall-Scott argument. Along the way, we make many of these results more precise or more functorial, which is essential in order to prove the new results of the article described further below.

Our point of view has been to deduce as much as possible of the modular theory from standard, often purely character theoretic results in the characteristic zero theory of $GL_n(\mathbb{F}_q)$, combined with knowledge of the highest weight representation theory of quantum linear groups. For the former, we have adopted the point of view of the Deligne-Lusztig theory, as described for $GL_n(\mathbb{F}_q)$ by Fong and Srinivasan [FS], supplemented by various other basic results most of which can be found in Carter’s book [C]; we also appeal to the result of [DDu$_1$, §5],[HL$_2$] showing that Harish-Chandra induction is independent of the choice of parabolic subgroup, and the basic result of block theory proved in [BM] (also originally proved in [FS] though we do not use the full block classification of Fong and Srinivasan). For quantum linear groups, we have followed the treatment by Parshall and Wang [PW] wherever possible, as well as [Cl, JM, DDo, Do$_7$] for various additional results.

We now summarize the main steps in the development, so that we can describe the new results of the article in more detail. We restrict our attention in this introduction to the case of unipotent representations, though there is no such restriction in the main body of the article. So let $F$ be an algebraically closed field of characteristic $p$ coprime to $q$, and let $G_n = GL_n(\mathbb{F}_q)$. Let $M$ denote the $FG_n$-module arising from the permutation representation of $G_n$ on the cosets of a Borel subgroup. Following the idea of Cline, Parshall and Scott, we introduce the cuspidal algebra,
which in the unipotent case is the quotient algebra $C_n := FG_n/\text{ann}_{FG_n}(M)$. The cuspidal algebra $C_n$ is actually a quotient algebra just of the “unipotent block” $B_n$ of $FG_n$, by which we mean the union of blocks of the algebra $FG_n$ corresponding to the irreducible constituents of the module $M$.

Fixing some arbitrary $m \geq n$, we let $S_{m,n}$ denote the $q$-Schur algebra. Following [Du], this can be viewed as the quotient algebra $S_{m,n} := U_m/\text{ann}_{U_m}(V^\otimes n)$ of Lusztig’s divided power version from [L2] of the quantized enveloping algebra $U_m := U_q(\mathfrak{gl}_m)$ (specialized over $F$ at root of unity $v = q^{1/2}$), where $V^\otimes n$ is the $n$-fold tensor power of the natural $m$-dimensional $U_m$-module. (Actually, in the main body of the article, we work with the quantized coordinate ring rather than with $U_m$.) At the heart of the theory is an explicit Morita equivalence (see (3.5a)):

$$\beta_{m,n} : \text{mod}(S_{m,n}) \rightarrow \text{mod}(C_n).$$

The existence of this Morita equivalence was originally proved (in the unipotent case only) by Takeuchi [T], but we follow the quite different strategy of Cline, Parshall and Scott from [CPS3, §9] for its construction. The idea is to exhibit an explicit projective generator for $\text{mod}(C_n)$ with endomorphism algebra isomorphic to $S_{m,n}$. The projective generator used is roughly speaking the direct sum of the modules obtained by Harish-Chandra induction from all Steinberg representations of all standard Levi subgroups of $G_n$ (the Steinberg representation does not in general remain irreducible on reduction modulo $p$ so we refer the reader to §3.3 for the precise definition we use for this in characteristic $p$).

Write $L_m(\lambda)$ (resp. $\Delta_m(\lambda)$) for the irreducible (resp. standard or “Weyl”) $U_m$-module of highest weight $\lambda$, where $\lambda$ is a partition of height at most $m$. If $\lambda$ is a partition of $n$, these modules factor through the quotient $S_{m,n}$, so we obtain the $C_n$-modules:

$$L(1, \lambda) := \beta_{m,n}(L_m(\lambda')),$$

$$\Delta(1, \lambda) := \beta_{m,n}(\Delta_m(\lambda')),$$

where $\lambda'$ denotes the transpose partition. Since $\beta_{m,n}$ is a Morita equivalence, the modules $\{L(1, \lambda) \mid \lambda \vdash n\}$ give a complete set of non-isomorphic irreducible $C_n$-modules. It turns out moreover that their inflations to the unipotent block $B_n$ give a complete set of non-isomorphic irreducible $B_n$-modules, while the standard module $\Delta(1, \lambda)$ is a reduction modulo $p$ of an irreducible $\mathbb{C}G_n$-module affording the irreducible unipotent character $\chi_\lambda$ parametrized by the partition $\lambda$ (cf. Theorem 4.1c, (4.4b)).

However, the unipotent block $B_n$ has more irreducible characters in characteristic zero than just the characters $\{\chi_\lambda \mid \lambda \vdash n\}$, that is, one does not obtain complete information about the decomposition matrix of the unipotent block from the results described so far (only a square submatrix). To understand these additional irreducible characters in terms of the $q$-Schur algebra, our approach is to first prove an extension of the above Morita theorem to arbitrary elements $\sigma \in \overline{\mathbb{F}_q}$ with $p'$-part equal to 1 (so the original unipotent case is then the special case that $\sigma = 1$).
The key new result in our proof of this extension relates the tensor product operator on $U_m$-modules to the Harish-Chandra induction operator $\diamond$ (more usually denoted by $\circ$) on $GL$-modules. To describe this, first recall that there is a natural notion of tensor product of two $U_m$-modules coming from the comultiplication of the Hopf algebra $U_m$. This means that for $n_1 + n_2 = n$, the tensor product $M_1 \otimes M_2$ of an $S_{m,n_1}$-module with an $S_{m,n_2}$-module can be viewed as an $S_{m,n}$-module in a natural way. In other words, there is a bifunctor

$$\otimes': \mod(S_{m,n_1}) \times \mod(S_{m,n_2}) \to \mod(S_{m,n}).$$

Also Harish-Chandra induction gives us a bifunctor

$$\circ': \mod(FG_{n_1}) \times \mod(FG_{n_2}) \to \mod(FG_n).$$

We show in Theorem 4.2a that these two bifunctors correspond under the Morita equivalence, i.e. that the bifunctors $(\beta_{m,n_1}) \circ (\beta_{m,n_2})'$ and $\beta_{m,n}(\otimes')$ from $\mod(S_{m,n_1}) \times \mod(S_{m,n_2})$ to $\mod(FG_n)$ are isomorphic. In order to prove this, we first prove a $q$-analogue of the main result of [BK1, §2] concerning polynomial induction in quantum linear groups, see §§1.4–1.5.

Using the $p$-singular generalization of the Morita theorem, one obtains additional standard $FG_n$-modules of the form $\Delta(\sigma, \lambda)$, for $\sigma \in \overline{\mathbb{F}}_q^\times$ of degree $d$ over $\mathbb{F}_q$ with $p'$-part equal to 1, and $\lambda \vdash k$ where $n = kd$. If the image of $q$ is a primitive $\ell$-th root of unity in $\mathbb{F}_q^\times$, there is an integer $r \geq 0$ so that $d = \ell p^r$. We show that the module $\Delta(\sigma, \lambda)$ can be realized alternatively under the original (unipotent) Morita equivalence as

$$\Delta(\sigma, \lambda) = \beta_{m,n}(\Delta_m(\lambda')^{|r|}),$$

where $M^{|r|}$ denotes the $S_{m,n}$-module obtained by taking the $r$th Frobenius twist of $M$ (cf. Theorem 4.3d). Finally, to construct a general standard module of $B_n$, i.e. a module equal to the reduction modulo $p$ of an arbitrary irreducible complex character of $B_n$, one needs to consider modules of the form

$$\Delta(\sigma_1, \lambda_1) \circ \ldots \circ \Delta(\sigma_a, \lambda_a)$$

where the $\sigma_i$ are non-conjugate elements of $\overline{\mathbb{F}}_q^\times$ with $p'$-part equal to 1 and the $\lambda_i$ are partitions with $\sum_i |\lambda_i| \deg(\sigma_i) = n$ (cf. (4.4a)). In other words, the standard modules for the unipotent block $B_n$ are lifts of $C_n$-modules which correspond under the Morita equivalence to Frobenius-twisted tensor products of standard modules for the quantum group of the form

$$\Delta_m(\lambda_1'|r_1] \otimes \ldots \otimes \Delta_m(\lambda_a'|r_a]$$

(cf. Lemma 4.4c).

We then easily obtain alternative, functorial proofs of the main results of [FS, J2, DJ3], such as a description of the blocks of the algebra $B_n$ (Theorem 4.4g) and
an explicit formula for the decomposition numbers in terms of familiar (but unknown!) decomposition numbers and modular Littlewood-Richardson coefficients for the quantum algebra $U_m$ (Theorem 4.4d). There is also a non-defining characteristic analogue of Steinberg’s tensor product theorem (Theorem 4.3e) for irreducible modules obtained originally by Du and the second author [DDu2], which now follows immediately from the tensor product theorem for $U_m$ and the other results described so far.

We mentioned earlier the work of Takeuchi. From our point of view, Takeuchi’s double centralizer property from [T] follows as an elementary consequence of a more general double centralizer property, which we regard as the non-defining characteristic analogue of Donkin-Howe duality [Do5]. This has a particularly simple formulation in the unipotent case. Let $T$ be the permutation representation of $FG_n$ on the set of all $m$-step flags

$$0 = f_0 \subseteq f_1 \subseteq \cdots \subseteq f_m = W_n,$$

where $W_n = F_q^n$ is the natural representation of $G_n$. It turns out that the action of $FG_n$ on $T$ factors through the quotient $C_n$ of $FG_n$, so that $T$ is a $C_n$-module in a natural way, and moreover, the endomorphism algebra $\text{End}_{C_n}(T)$ is isomorphic to $S_{m,n}$ (see Theorem 3.4a). This was originally proved in [DJ3, Theorem 2.24] (see also the construction in [BLM]). In Theorem 4.5e, we prove the following double centralizer property:

$$\text{End}_{S_{m,n}}(T) = C_n.$$  

This result is very natural from the point of view of quasi-hereditary algebras; since $C_n$ is Morita equivalent to $S_{m,n}$, and the latter is a quasi-hereditary algebra according to [PW], $C_n$ is itself quasi-hereditary. The permutation representation $T$ is in fact a full tilting module for the quasi-hereditary algebra $C_n$ in the sense of Ringel [R], so that $S_{m,n}$ is a Ringel dual of $C_n$ (cf. Theorem 4.5d).

The final results of the article are concerned with the affine general linear group $H_n := AGL_n(F_q)$, that is, the semi-direct product $G_nW_n$ of the elementary Abelian group $W_n$ by $G_n$. Our results here were motivated by the ideas of Zelevinsky [Z, §13] in characteristic 0. Corresponding to the natural embedding $U_m \hookrightarrow U_{m+1}$ there is a Levi subalgebra of the $q$-Schur algebra $S_{m+1,n}$ which we denote by

$$S_{m,\leq n} \cong \bigoplus_{j=0}^n S_{m,j}.$$  

We define an affine analogue $D_n$ of the cuspidal algebra $C_n$, namely, the algebra $FH_n/\text{ann}_{FH_n}(N)$ where $N$ is the permutation representation of $FH_n$ on the cosets of a Borel subgroup of $G_n \subset H_n$ (“affine flags”). There is an explicit Morita equivalence (cf. (5.3d)):

$$\beta_{m,\leq n} : \text{mod}(S_{m,\leq n}) \rightarrow \text{mod}(D_n).$$  

Regarding $\beta_{m+1,n}$ (resp. $\beta_{m,\leq n}$) now as a functor from $\text{mod}(S_{m+1,n})$ to $FG_n$ (resp. from $\text{mod}(S_{m,\leq n})$ to $FH_n$), our main result on the affine linear group (Theorem 5.4c)
shows that there is an isomorphism of functors:
\[ \text{ind}_{G_n}^{H_n} \circ \beta_{m+1,n} \cong \beta_{m,n} \circ \text{res}_{S_{m+1,n}}^{S_{m,n}}. \]

This allows us to relate the problem of decomposing an induced module of the form \( \text{ind}_{G_n}^{H_n} L \) for an irreducible \( FG_n \)-module \( L \) to the problem of decomposing the restriction of an irreducible \( U_{m+1} \)-module to \( U_m \). From this, we also explain how to calculate the composition multiplicities of the restriction \( \text{res}_{H_{m+1}}^{G_n} L \) from knowledge of the composition multiplicities of restrictions of irreducibles from \( U_m \) to \( U_{m-1} \), a result which we regard as a modular analogue of Zelevinsky’s branching rule from [Z, Theorem 13.5] (in turn, this is really an extension of Thoma’s branching rule [Th]).

Finally, there is a well-known hook formula (2.3.3) for the degrees of the irreducible complex characters of \( G_n \), but in positive characteristic remarkably little is known about the dimensions of the irreducible \( FG_n \)-modules (see e.g. [GT]). As an application of our branching rule for the affine linear group, we obtain a dimension formula (Theorem 5.5d) for the irreducible \( FG_n \)-modules in terms of (unknown!) characters of irreducible \( U_m \)-modules. To state this for unipotent representations, define the polynomial \( S_\lambda(t) \in \mathbb{Z}[t] \) for a partition \( \lambda = (l_1 \geq l_2 \geq \cdots \geq l_h > 0) \) of height \( h \) by
\[
S_\lambda(t) := \sum_{(m_1, \ldots, m_h)} \left[ \prod_{i=1}^n (t^i - 1) / \prod_{i=1}^h (t^{m_1+\cdots+m_i} - 1) \right],
\]
where the sum is over all \( h \)-tuples \( (m_1, \ldots, m_h) \) that can be obtained by reordering the non-zero parts \( l_1, \ldots, l_h \) of \( \lambda \). Then, we show that
\[
\dim L(1, \lambda') = \sum_{\mu \vdash n} m_{\lambda,\mu} S_{\mu}(q)
\]
where \( m_{\lambda,\mu} \) is the weight multiplicity of the weight \( \mu \) in the irreducible \( U_m \)-module \( L_m(\lambda) \) of highest weight \( \lambda \). Even though the latter weight multiplicities \( m_{\lambda,\mu} \) are unknown in general, we expect that this result can be used to improve the known bounds for the low dimensional representations of \( GL_n(\mathbb{F}_q) \) in cross characteristics of [GT].

We now give a brief description of the layout of the article. First, we mention that there is a very brief guide to some of our non-standard notation for the expert reader, immediately following this introduction. Then, there are five further chapters. The first gives a rapid review of the basic results concerning quantum linear groups and the \( q \)-Schur algebra that we need, as well as proving the \( q \)-analogue of the results on polynomial induction from [BK_1]. Chapter 2 gives a similar review of the basic results from the characteristic zero theory of \( GL_n(\mathbb{F}_q) \).

The core of the theory is explained in chapter 3, where in particular we prove the most important special case of the Morita theorem and use it to introduce the
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various basic modules. Note that throughout chapter 3 (and the early part of chapter 4), we make certain standing assumptions (A1) and (A2) on the element \( \sigma \in \overline{F}_q^\times \), which we only know a priori are satisfied if \( \sigma \) is \( p \)-regular. Only in chapter 4 are we able to show that these assumptions are satisfied in general, so that the earlier results are true without restriction, when we prove the extension of the Morita theorem to \( p \)-singular classes. Also in chapter 4 we discuss an integral version of the Morita theorem allowing us to understand base change and prove the result relating tensor products to Harish-Chandra induction mentioned earlier. We then give the applications to reprove the results on decomposition numbers of [DJ3] and the non-defining tensor product theorem of [DDu2], and end by proving the double centralizer property. Chapter 5 contains the results on the affine linear group.
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Notation

Conventions:

Unless we specify otherwise, \( F \) is a commutative, unital ring (from chapter 2 onwards \( F \) will always be an algebraically closed field of characteristic \( p \)) and \( \otimes \) denotes tensor product over \( F \).

Given an algebra \( C \) over \( F \), a \( C \)-module always means a left \( C \)-module that is finitely generated over \( F \) unless we explicitly say otherwise. We will write \( \text{mod}(C) \) for the category of all such finitely generated left \( C \)-modules. Given a \( C \)-module \( M \), the endomorphism algebra \( \text{End}_C(M) \) is always assumed to act on \( M \) on the right.

For an \( F \)-coalgebra \( A \), an \( A \)-comodule will always mean a right \( A \)-comodule, not necessarily finitely generated. So an \( A \)-comodule \( M \) is an \( F \)-module together with a structure map \( \tau : M \to M \otimes A \) satisfying the usual axioms, see Sweedler [Sw]. We write \( \text{comod}(A) \) for the category of all such right \( A \)-comodules.

Notation overview:

\( G_n \) The general linear group \( GL_n(F_q) \) over the finite field \( F_q \) of \( q \) elements, where \( q \) is a prime power not divisible by \( p \).

\( h, k, d \) Positive integers such that \( h \geq k \) and \( n = kd \).

\( H_k \) The Hecke algebra \( H_{F,q^d}(\Sigma_k) \) associated to the symmetric group \( \Sigma_k \), with standard basis \( \{ T_w \mid w \in \Sigma_k \} \) (p.10).

\( S_{h,k} \) The \( q^d \)-Schur algebra \( S_{F,q^d}(h,k) \), which is the quotient of Lusztig’s divided power version of the quantum algebra \( U_{F,q^d/2}(gl_h) \) (over \( F \) at root of unity \( q^{d/2} \)) under its representation on the \( k \)th tensor power of its \( h \)-dimensional natural module (p.12).

\( \sigma \) An element of \( \bar{F}_q^\times \) of degree \( d \) over \( F_q \), with associated companion matrix \( (\sigma) \in G_d \) (p.29).

\( M(\sigma) \) The irreducible, cuspidal \( FG_d \)-module associated to \( \sigma \) (p.37).

\( M^k(\sigma) \) The left \( FG_n \)-module obtained by Harish-Chandra induction from the outer tensor product \( M(\sigma) \boxtimes \cdots \boxtimes M(\sigma) \) (\( k \) times); e.g. in the unipotent case, \( M^n(1) \) is the permutation representation of \( FG_n \) on cosets of a Borel subgroup. There is an explicit, fixed isomorphism \( \text{End}_{FG_n}(M^k(\sigma)) \cong H_k \) (p.38).

\( C_{\sigma,k} \) The cuspidal algebra, namely, the image of \( FG_n \) under its representation on \( M^k(\sigma) \) (p.51).
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$Z^k(\sigma)$ The largest submodule of $M^k(\sigma)$ on which each $T_w \in H_k$ acts as $(-1)^{\ell(w)}$; e.g. in the unipotent case, $Z^n(1)$ is a modular reduction of the Steinberg module (p.54).

$\Lambda^k(\sigma)$ The irreducible $FG_n$-module $M^k(\sigma)(\sum_{w \in S_n} T_w)$; e.g. in the unipotent case, $\Lambda^n(1)$ is the trivial representation of $FG_n$ (p.55).

$\hat{\Lambda}^\nu(\sigma)$ For $\nu = (\nu_1, \ldots, \nu_a) \vdash k$, $\hat{\Lambda}^\nu(\sigma)$ is the $FG_n$-module Harish-Chandra induction from $\hat{\Lambda}^\nu(\sigma) = \Lambda^{k_1}(\sigma) \boxtimes \cdots \boxtimes \Lambda^{k_a}(\sigma)$. Regarded as a $C_{\sigma,k}$-module, $\hat{\Lambda}^\nu(\sigma)$ is projective and $\bigoplus \hat{\Lambda}^\nu(\sigma)$, summing over all compositions $\nu$ of $k$ with at most $h$ rows, is a projective generator for $C_{\sigma,k}$. The endomorphism algebra $\text{End}_{C_{\sigma,k}}(\bigoplus \hat{\Lambda}^\nu(\sigma))$ is isomorphic to $S_{h,k}$, so $S_{h,k}$ and $C_{\sigma,k}$ are Morita equivalent (p.57).

$\hat{\Lambda}^\nu$ For $\nu = (\nu_1, \ldots, \nu_a) \vdash k$, $\hat{\Lambda}^\nu(\sigma)$ is the $FG_n$-module Harish-Chandra induced from $\Lambda^\nu(\sigma) = \Lambda^{k_1}(\sigma) \boxtimes \cdots \boxtimes \Lambda^{k_a}(\sigma)$. The endomorphism algebra $\text{End}_{C_{\sigma,k}}(\bigoplus \hat{\Lambda}^\nu(\sigma))$, summing over all compositions $\nu$ of $k$ with at most $h$ rows, is again isomorphic to $S_{h,k}$. In addition, the double centralizer property holds, that is, $\text{End}_{S_{h,k}}(\bigoplus \hat{\Lambda}^\nu(\sigma))$ is isomorphic to $C_{\sigma,k}$. From this point of view, $\bigoplus \hat{\Lambda}^\nu(\sigma)$ is a full tilting module for the quasi-hereditary algebra $C_{\sigma,k}$, and $S_{h,k}$ and $C_{\sigma,k}$ are Ringel duals (p.57).

$\alpha_{\sigma,h,k}$ The functor $\text{Hom}_{C_{\sigma,k}}(\bigoplus \hat{\Lambda}^\nu(\sigma), ?)$ which yields the equivalence of categories between $\text{mod}(C_{\sigma,k})$ and $\text{mod}(S_{h,k})$ (p.63).

$\beta_{\sigma,h,k}$ The functor $(\bigoplus \hat{\Lambda}^\nu(\sigma)) \otimes_{S_{h,k}} ?$ which is inverse to the Morita equivalence $\alpha_{\sigma,h,k}$ (p.63).

$\chi_{\sigma,\lambda}$ For $F = \mathbb{C}$, the ordinary irreducible characters arising as constituents of $M^k(\sigma)$ are the characters $\{\chi_{\sigma,\lambda} | \lambda \vdash k\}$ (p.36).

$\Delta(\sigma, \lambda)$ The modules $\{\Delta(\sigma, \lambda) | \lambda \vdash k\}$ are the standard $C_{\sigma,k}$-modules (in the sense of quasi-hereditary algebras). The standard module $\Delta(\sigma, \lambda)$ is a modular reduction of a $CG_n$-module affording the character $\chi_{\sigma,\lambda}$, and corresponds under the Morita equivalence to the standard $S_{h,k}$-module of highest weight $\lambda'$ (transpose partition). Explicitly, $\Delta(\sigma, \lambda)$ can be defined as the image of any non-zero element of the one dimensional space $\text{Hom}_{FG_n}(\hat{\Lambda}^{\lambda'}(\sigma), \Lambda^{\lambda}(\sigma))$ (p.63).

$L(\sigma, \lambda)$ The simple head of $\Delta(\sigma, \lambda)$. The $\{L(\sigma, \lambda) | \lambda \vdash k\}$ give a complete set of non-isomorphic irreducible $C_{\sigma,k}$-modules (p.63).

$(s, \lambda)$ An arbitrary semisimple element $s \in G_n$ can be written up to conjugacy in block-diagonal form as $s = \text{diag}(\sigma_1)^{k_1} \cdots (\sigma_a)^{k_a}$ for non-conjugate elements $\sigma_1, \ldots, \sigma_a$ of $\mathbb{P}_q$ and $k_1, \ldots, k_a \geq 1$. For such an $s$, fix also a multi-partition $\lambda = (\lambda_1, \ldots, \lambda_h)$ with each $\lambda_i \vdash k_i$ (p.30).

$\chi_{s,\lambda}$ The ordinary irreducible character obtained from $\chi_{\sigma_1,\lambda_1} \cdots \chi_{\sigma_a,\lambda_a}$ by Harish-Chandra induction (p.35).

$\Delta(s, \lambda)$ The module obtained by Harish-Chandra induction from $\Delta(\sigma_1, \lambda_1) \boxtimes \cdots \boxtimes \Delta(\sigma_a, \lambda_a)$, and a modular reduction of a $CG_n$-module affording the character $\chi_{s,\lambda}$ (p.79).

$L(s, \lambda)$ Suppose in addition that $s$ is $p$-regular. Then, $L(s, \lambda)$ is the module obtained by Harish-Chandra induction from $L(\sigma_1, \lambda_1) \boxtimes \cdots \boxtimes L(\sigma_a, \lambda_a)$, and is isomorphic to the simple head of $\Delta(s, \lambda)$. All irreducible $FG_n$-modules have this form (p.79).
Chapter 1

Quantum linear groups and polynomial induction

In this first chapter, we collect together all the known results about quantum linear groups and the $q$-Schur algebra that we will need later. Then we prove some new results about polynomial induction in quantum linear groups, generalizing results of [BK1, §2] in the classical setting.

1.1. Symmetric groups and Hecke algebras

Fix an integer $k \geq 1$. We write $\nu \vDash k$ if $\nu$ is a composition of $k$, so that $\nu = (k_1, k_2, \ldots)$ for non-negative integers $k_1, k_2, \ldots$ such that $k_1 + k_2 + \cdots = k$. If in addition $k_1 \geq k_2 \geq \ldots$, then $\nu$ is a partition of $k$, written $\nu \vdash k$. The height $h(\nu)$ of a composition $\nu = (k_1, k_2, \ldots) \vDash k$ is the smallest integer $a \geq 1$ such that $k_{a+1} = k_{a+2} = \cdots = 0$. For $\lambda \vdash k$, write $\lambda'$ for the transpose partition, i.e. the partition whose Young diagram is obtained by reflecting the Young diagram of $\lambda$ in the main diagonal. Let $\leq$ denote the usual dominance order on the set of all compositions of $k$, namely, $\mu = (m_1, m_2, \ldots) \leq \lambda = (l_1, l_2, \ldots)$ if and only if $\sum_{i=1}^{j} m_i \leq \sum_{i=1}^{j} l_i$ for all $j \geq 1$. We also write $\mu \geq \lambda$ if $\lambda \leq \mu$, and $\mu < \lambda$ if $\mu \leq \lambda$ but $\mu \neq \lambda$.

We write $\Sigma_k$ for the symmetric group on $k$ letters. For $w \in \Sigma_k$, $\ell(w)$ is the length of $w$, that is, the minimal number $\ell$ of basic transpositions $s_1, \ldots, s_\ell$ such that $w = s_1 s_2 \ldots s_\ell$. For $\nu = (k_1, \ldots, k_a) \vDash k$, $\Sigma_\nu$ denotes the Young subgroup of $\Sigma_k$ isomorphic to $\Sigma_{k_1} \times \cdots \times \Sigma_{k_a}$.

For $\lambda, \mu \vdash k$, the set $D_\lambda$ (resp. $D_\mu^{-1}$) of elements of $\Sigma_k$ which are of minimal length in their $\Sigma_k/\Sigma_\lambda$-coset (resp. their $\Sigma_\mu \backslash \Sigma_k$-coset) gives a set of distinguished $\Sigma_k/\Sigma_\lambda$-coset representatives (resp. $\Sigma_\mu \backslash \Sigma_k$-coset representatives). We set $D_{\mu, \lambda} = D_\mu^{-1} \cap D_\lambda$, to obtain a set of distinguished $\Sigma_\mu \backslash \Sigma_k/\Sigma_\lambda$-coset representatives. Moreover, if both $\Sigma_\mu$ and $\Sigma_\lambda$ are subgroups of $\Sigma_\nu$ for some $\nu \vdash k$, the set $D_{\mu, \lambda}^\nu = D_{\mu, \lambda} \cap \Sigma_\nu$ is a set of $\Sigma_\mu \backslash \Sigma_\nu/\Sigma_\lambda$-coset representatives.

We will freely use well-known properties of these distinguished double coset rep-
representatives, all of which can be found in [C, §2.7] or [DJ1, §1]. We note in particular the following:

(1.1a) Given $\lambda, \mu \vdash k$ and any $w \in D_{\mu, \lambda}$, $\Sigma_{\mu} \cap w^\dagger \Sigma_{\lambda}$ is also a Young subgroup of $\Sigma_k$.

Now suppose that $F$ is an arbitrary commutative ring and $q \in F$ is arbitrary. The Iwahori-Hecke algebra $H_{F,q}(\Sigma_k)$ associated to the symmetric group $\Sigma_k$ over $F$ at parameter $q$ is a certain $F$-free $F$-algebra with basis $\{T_w \mid w \in \Sigma_k\}$ and satisfying the relations

$$T_wT_s = \begin{cases} T_{ws} & \text{if } \ell(ws) = \ell(w) + 1, \\ qT_{ws} + (q-1)T_w & \text{if } \ell(ws) = \ell(w) - 1 \end{cases}$$

for all $w \in \Sigma_k$ and all basic transpositions $s \in \Sigma_k$. For an indeterminate $t$, regard the ring $F$ as a $\mathbb{Z}[t]$-module by letting $t$ act on $F$ by multiplication by $q$. We have that:

$$H_{F,q}(\Sigma_k) \cong F \otimes_{\mathbb{Z}[t]} H_{\mathbb{Z}[t], t}(\Sigma_k),$$

(1.1.1)

the isomorphism being the obvious one sending the basis element $1 \otimes T_w$ of $F \otimes_{\mathbb{Z}[t]} H_{\mathbb{Z}[t], t}(\Sigma_k)$ to the corresponding basis element $T_w$ of $H_{F,q}(\Sigma_k)$.

Write simply $H_k$ for $H_{F,q}(\Sigma_k)$. There are two $F$-free $H_k$-modules of rank one, and we next recall their definitions. We let

$$x_k = \sum_{w \in \Sigma_k} T_w \quad \text{and} \quad y_k = (-1)^{\ell(w_0)} \sum_{w \in \Sigma_k} (-q)^{\ell(w_0) - \ell(w)} T_w$$

where $\ell(w_0) = \frac{1}{2} k(k-1)$. Note that our definition of $y_k$ is different from the original definition in [DJ1], but only up to a scalar; the present definition allows the basic results to be stated also if $q$ is not a unit, and is more convenient in view of (1.1c).

According to [DJ1, pp.28–29]:

(1.1b) For $w \in \Sigma_k$, $T_w x_k = x_k T_w = q^{\ell(w)} x_k$ and $T_w y_k = y_k T_w = (-1)^{\ell(w)} y_k$.

The left $H_k$-modules $\mathcal{I}_{H_k}$ and $\mathcal{E}_{H_k}$, called the trivial module and the sign module respectively, can now be defined as the left ideals $\mathcal{I}_{H_k} = H_k x_k$ and $\mathcal{E}_{H_k} = H_k y_k$. We will also write $\mathcal{I}_{H_k}$ and $\mathcal{E}_{H_k}$ for the functions from $H_k$ to $F$ that arise from the action of $H_k$ on these rank one modules. It will be important to know that if $F$ is a field and $q \neq 0$, then the modules $\mathcal{I}_{H_k}$ and $\mathcal{E}_{H_k}$ are the only one dimensional $H_k$-modules (cf. [DJ1, Lemma 3.1]).

The algebra $H_k$ possesses an involutive automorphism $\#$ defined on generators by $T_s^\# = -T_s + q - 1$ for a basic transposition $s$. For any left $H_k$-module $M$, we let $M^\#$ denote the module which is equal to $M$ as an $F$-module, but with new action defined by $h \cdot m = h^\# m$ for $m \in M, h \in H_k$. This is the analogue for the Hecke algebra of the module $M$ tensored with the sign representation in the symmetric group setting. We record the elementary calculation, showing that $\#$ swaps the trivial and sign representations (e.g. see [T, Proposition 2.2]):
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(1.1c) $x_k^# = y_k$ and $y_k^# = x_k$.

Let $\nu = (k_1, \ldots, k_n) \vdash k$. The above definitions generalize easily to the Young subalgebra $H_\nu = H_{F,q}(\Sigma_\nu)$ of $H_k$, which is the subalgebra spanned by $\{ T_w | w \in \Sigma_\nu \}$.

Identifying $H_\nu$ and $H_{k_1} \otimes \cdots \otimes H_{k_n}$ in the natural way, we let $x_\nu$ (resp. $y_\nu$) denote the element $x_{k_1} \otimes \cdots \otimes x_{k_n}$ (resp. $y_{k_1} \otimes \cdots \otimes y_{k_n}$) of $H_\nu$. The $H_\nu$-modules $T_{H_\nu} = H_\nu x_\nu$ and $E_{H_\nu} = H_\nu y_\nu$ are then the trivial and sign representations of $H_\nu$.

As in [DJ1, §3], we define the permutation module $M^\nu$ and signed permutation module $N^\nu$ of $H_k$ to be left ideals $H_k x_\nu$ and $H_k y_\nu$ respectively. By (1.1c), we have that $(M^\nu)^\# \cong N^\nu$. Moreover, $H_k$ is a free right $H_\nu$-module with basis $\{ T_w | w \in D_\nu \}$. Therefore, $M^\nu$ can also be defined as the induced module $\text{ind}_{H_\nu}^{H_k} T_{H_\nu} = H_k \otimes_{H_\nu} T_{H_\nu}$.

Similarly, $N^\nu \cong \text{ind}_{H_\nu}^{H_k} E_{H_\nu}. H_k \otimes_{H_\nu} E_{H_\nu}$. Define $u_\lambda$ to be the unique element of $D_{\lambda', \lambda}$ such that $\Sigma_\lambda \cap \nu^{\lambda_{\lambda}} = \{ 1 \}$. Note that $u_\lambda$ is precisely the element denoted $w_\lambda$ in [DJ4, p.258]. We need the following fact proved in [DJ1, Lemma 4.1]:

(1.1d) For $\lambda \vdash k$, the space $y_\lambda H_k x_\lambda$ is an $F$-free $F$-module of rank one, generated by the element $y_\lambda T_{u_\lambda} x_\lambda$.

The Specht module $Sp^\lambda$ is the left ideal $Sp^\lambda = H_k y_\lambda T_{u_\lambda} x_\lambda$. Observe that $Sp^\lambda$ is both a submodule of $M^\lambda$ and a quotient of $N^\lambda$. As is well-known (see e.g. [DJ1, Theorem 4.15]) if $F$ is a field of characteristic 0 and $q$ is a positive integer, $H_k$ is a semisimple algebra and the Specht modules $\{ Sp^\lambda | \lambda \vdash k \}$ give a complete set of non-isomorphic irreducible $H_k$-modules. In this case, we also have the following well-known characterization of Specht modules:

(1.1e) For $F$ a field of characteristic 0 and $q$ a positive integer, $Sp^\lambda$ is the unique irreducible $H_k$-module that is a constituent of both $N^\lambda$ and $M^\lambda$ (having multiplicity one in each).

Of course, we can take the very special case with $F = \mathbb{Q}$ and $q = 1$. Then, $H_{\mathbb{Q},1}(\Sigma_k)$ is just the group algebra $\mathbb{Q} \Sigma_k$ of the symmetric group over $\mathbb{Q}$ and we see that the Specht modules $\{ Sp^\lambda | \lambda \vdash k \}$ give a complete set of non-isomorphic irreducible $\mathbb{Q} \Sigma_k$-modules. We will write $X(\Sigma_k)$ for the character ring of $\Sigma_k$ over $\mathbb{Q}$. For $\lambda \vdash k$, let

$$\phi_\lambda \in X(\Sigma_k)$$

(1.1.2)

denote the irreducible character of the symmetric group corresponding to the Specht module $Sp^\lambda$ over $\mathbb{Q}$. Given in addition $\mu \vdash k$, we write $\phi_\lambda(\mu)$ for the value of the character $\phi_\lambda$ on any element of $\Sigma_k$ of cycle-type $\mu$.

1.2. The $q$-Schur algebra

Continue initially with $F$ denoting an arbitrary ring and $q \in F$ being arbitrary. Fix $h \geq 1$. We write $\Lambda(h, k)$ for the set of all compositions $\nu = (k_1, \ldots, k_h) \vdash k$ of
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height at most $h$ and $\Lambda^+(h,k)$ for the set of all partitions $\nu \in \Lambda(h,k)$. Let $\Lambda(h)$ be
the set of all $h$-tuples of non-negative integers. Given $\lambda, \mu \in \Lambda(h)$, we write $\lambda + \mu$ for
their coordinate-wise sum, and $c\lambda$ denotes $\lambda + \cdots + \lambda$ ($c$ times). Identifying $\Lambda(h)$
with the union $\bigcup_{k\geq 0} \Lambda(h,k)$, let $\Lambda^+(h) = \bigcup_{k\geq 0} \Lambda^+(h,k) \subseteq \Lambda(h)$. We refer
to the elements of $\Lambda^+(h)$ as dominant weights.

Following [DJ3, DJ4], we define the $q$-Schur algebra $S_{h,k} = S_{F,q}(h,k)$ to be the
endomorphism algebra

$$\text{End}_{H_k} \left( \bigoplus_{\nu \in \Lambda(h,k)} M^\nu \right),$$

writing endomorphisms commuting with the left action of $H_k$ on the right. By
convention, the algebra $S_{0,k} = S_{F,q}(0,k)$ is the trivial algebra $F$.

The $q$-Schur algebra is $F$-free and has a natural basis corresponding to certain
double coset sums in $H_k$, which we now describe. Fix initially $\lambda, \mu \in \Lambda(h,k)$. For
$u \in \Sigma_k$, we note that

$$\sum_{w \in \Sigma_\mu u \Sigma_\lambda} T_w = \sum_{w \in \Sigma_\mu u \Sigma_\lambda \cap D_{\mu}^{-1}} x_\mu T_w = \sum_{w \in \Sigma_\mu u \Sigma_\lambda \cap D_{\lambda}} T_w x_\lambda. \quad (1.2.1)$$

So, right multiplication in $H_k$ by the element $\sum_{w \in \Sigma_\mu u \Sigma_\lambda \cap D_{\mu}^{-1}} T_w$ induces a well-
defined homomorphism of left $H_k$-modules

$$\phi^u_{\mu,\lambda} : H_k x_\mu \to H_k x_\lambda.$$ Extending $\phi^u_{\mu,\lambda}$ to all of $\bigoplus_{\nu \in \Lambda(h,k)} M^\nu$ by letting it act as zero on $M^\nu$ for $\nu \neq \mu$, we
obtain a well-defined element $\phi^u_{\mu,\lambda}$ of $S_{h,k}$. Now we can state the well-known result,
proved originally in [DJ4, Theorem 1.4], under slightly more restrictive assumptions
than here; see also [Ma, Theorem 4.8] for an argument valid in general.

(1.2a) $S_{h,k}$ is $F$-free with basis $\{ \phi^u_{\mu,\lambda} | \mu, \lambda \in \Lambda(h,k), u \in D_{\mu,\lambda} \}$.

We refer to the basis for $S_{h,k}$ of (1.2a) as the natural basis. One shows easily
using (1.2a) that $S_{h,k}$ behaves well under base change. To be precise, one has the
analogue of (1.1.1):

$$S_{F,q}(h,k) \cong F \otimes_{\mathbb{Z}[t]} S_{\mathbb{Z}[t],t}(h,k)$$

where we are regarding $F$ as a $\mathbb{Z}[t]$-algebra by letting $t$ act on $F$ as multiplication
by $q$. We also note at this point the following well-known property, which is an
immediate consequence of the definition of the natural basis of $S_{h,k}$ given above:

(1.2b) For $h \geq k$, the $F$-linear map $\kappa : H_k \to S_{h,k}$, defined on a basis element $T_w$
for $w \in \Sigma_k$ by $\kappa(T_w) = \phi^w_{(1_k),(1_k)}$, is a ring embedding.
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We could have chosen to define the $q$-Schur algebra $S_{h,k}$ equally well using the signed permutation module $N^\nu$ instead of $M^\nu$, and we will later need this alternative point of view. So consider instead the algebra $\text{End}_{H_k} \left( \bigoplus_{\lambda \in \Lambda(h,k)} N^\lambda \right)$, writing endomorphisms on the right again. Applying $\#$ to (1.2.1), we note that

$$\sum_{w \in \Sigma_{\mu} \Lambda_{\lambda}} T_{w}^\# = \sum_{w \in \Sigma_{\mu} \Lambda_{\lambda} \cap D_{\mu}^{-1}} y_{\mu} T_{w}^\# = \sum_{w \in \Sigma_{\mu} \Lambda_{\lambda} \cap D_{\lambda}} T_{w}^\# y_{\lambda}. \tag{1.2.2}$$

Now, as in [DJ3, p.26], the following fact follows easily:

(1.2c) The algebras $S_{h,k}$ and $\text{End}_{H_k} \left( \bigoplus_{\lambda \in \Lambda(h,k)} N^\lambda \right)$ are isomorphic, the natural basis element $\phi^\mu_{\mu,\lambda}$ of $S_{h,k}$ corresponding under the isomorphism to the endomorphism which is zero on $N^\nu$ for $\nu \neq \mu$ and sends $N^\mu$ into $N^\lambda$ via the homomorphism induced by right multiplication in $H_k$ by $\sum_{w \in \Sigma_{\lambda} \Lambda_{\mu} \cap D_{\mu}^{-1}} T_{w}^\# \in H_k$.

Henceforth, we assume that $F$ is a field and that $q \in F$ is non-zero. Now we briefly recall some basic facts about the representation theory of the finite dimensional $F$-algebra $S_{h,k}$. The irreducible $S_{h,k}$-modules are parametrized by the set $\Lambda^+(h,k)$ of all partitions of $k$ of height at most $h$. We will write $L_h(\lambda)$ for the irreducible $S_{h,k}$-module corresponding to $\lambda \in \Lambda^+(h,k)$ in the standard way. So $L_h(\lambda)$ is the unique irreducible $S_{h,k}$-module $L$ with highest weight $\lambda$, that is, $\phi^1_{\lambda,\lambda} L \neq 0$ and $\phi^1_{\mu,\mu} L = 0$ for all $\mu \in \Lambda(h,k)$ with $\mu \nleq \lambda$.

Then, $S_{h,k}$ is a quasi-hereditary algebra with weight poset $(\Lambda^+(h,k), \leq)$, in the sense of Cline, Parshall and Scott [CPS2]. This was first proved by Parshall and Wang [PW]; for other proofs see [Do6, §4] (which follows the original homological proof from [Do3, Do4] of the classical analogue), or [Gr] or [Ma] (which are more combinatorial in nature). For recent accounts of the theory of quasi-hereditary algebras, see [Doy, Appendix] or [KK].

In particular, we have associated to $\lambda \in \Lambda^+(h,k)$ (in a canonical way) the modules $\Delta_h(\lambda)$ and $\nabla_h(\lambda)$, which are the standard and costandard modules corresponding to $L_h(\lambda)$. We record the well-known properties:

(1.2d) $\Delta_h(\lambda)$ (resp. $\nabla_h(\lambda)$) has simple head (resp. socle) isomorphic to $L_h(\lambda)$, and all other composition factors are of the form $L_h(\mu)$ with $\mu < \lambda$.

In addition to being a quasi-hereditary algebra, the algebra $S_{h,k}$ possesses an anti-automorphism $\tau$ defined on the standard basis element $\phi^\mu_{\mu,\lambda}$ by $\tau(\phi^\mu_{\mu,\lambda}) = \phi^{\mu^{-1}}_{\lambda,\mu}$ (see [DJ4, Theorem 1.11]). Using this, we define the contravariant dual $M^\tau$ of an $S_{h,k}$-module $M$ to be the dual vector space $M^*$ with action defined by $(s,f)(m) = f(\tau(s)m)$ for all $s \in S_{h,k}, m \in M, f \in M^*$. This duality fixes the simple modules, that is, $L_h(\lambda) \cong L_h(\lambda)^\tau$ for all $\lambda \in \Lambda^+(h,k)$. We also note that $\Delta_h(\lambda) \cong \nabla_h(\lambda)^\tau$.

Given a left $S_{h,k}$-module $M$, we will write $\tilde{M}$ for the right $S_{h,k}$-module equal to $M$ as a vector space with right action defined by $ms = \tau(s)m$ for $m \in M, s \in S_{h,k}$. In particular, this gives us modules $\tilde{L}_h(\lambda)$, $\tilde{\Delta}_h(\lambda)$ and $\tilde{\nabla}_h(\lambda)$ for each $\lambda \in \Lambda^+(h,k)$. We will use the following well-known result:
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\[ S_{h,k} \] has a filtration as an \((S_{h,k}, S_{h,k})\)-bimodule with factors isomorphic to \(\Delta_h(\lambda) \otimes \Delta_h(\lambda)\), each appearing precisely once for each \(\lambda \in \Lambda^+(h, k)\) and ordered in any way refining the dominance order on partitions so that factors corresponding to most dominant \(\lambda\) appear at the bottom of the filtration.

Actually, (1.2e) is a special case of a general property of quasi-hereditary algebras with an anti-automorphism \(\tau\) fixing the simple modules as in the previous paragraph. It follows directly from the definition of quasi-hereditary algebra in terms of heredity ideals (see e.g. [CPS2, p.92] or [KK, §1]) together with [DR, Statement 7] (one needs to observe that the module \(Ae\) of loc. cit. is a standard module and, by our assumption that \(\tau\) fixes the simple modules, that \(eA \cong \tilde{A}e\)). For the filtration of (1.2e) in the classical case, see [Do3, (3.2c)] and [Do4, (1.5)].

### 1.3. Tensor products and Levi subalgebras

To describe further results about the \(q\)-Schur algebra, we need to relate it to the quantum linear group. Actually, we only need to work with the associated “quantum monoid”, which is a certain deformation of the coordinate ring of the algebraic monoid of all \(n \times n\) matrices over \(F\). The bialgebra structure of the quantum monoid will allow us to take tensor products of modules for \(q\)-Schur algebras in a natural way. We have chosen here to use Manin’s quantization of the coordinate ring, see [PW], though one could equally well work with the coordinate ring of [DDo].

Continue with \(F\) being a field of characteristic \(p\) and assume in addition that \(q \in F^\times\) has a square root in \(F\). Let \(\ell\) be the smallest positive integer such that \(q^\ell = 1\) (i.e. \(q\) is a primitive \(\ell\)th root of unity), taking \(\ell = 0\) if no such positive integer exists. We fix a square root \(v\) of \(q\) in \(F\) such that if \(v\) is a primitive \(f\)th root of unity then \(f \not\equiv 2(\text{mod } 4)\). Note this is always possible: if \(\ell\) is odd one of \(\pm \sqrt{q}\) is again a primitive \(\ell\)th root of unity, and if \(\ell\) is even both of \(\pm \sqrt{q}\) are primitive \(2\ell\)th roots of unity.

The quantized coordinate ring \(A_h = A_{F,v}(h)\) is the associative, unital \(F\)-algebra generated by \(\{c_{i,j} \mid 1 \leq i, j \leq h\}\) subject to the relations

\[
\begin{align*}
c_{i,s}c_{j,t} &= c_{j,t}c_{i,s} & (i > j, s < t) \\
c_{i,s}c_{j,t} &= c_{j,t}c_{i,s} + (v - v^{-1})c_{i,t}c_{j,s} & (i > j, s > t) \\
c_{i,t}c_{i,s} &= vc_{i,t}c_{i,s} & (s > t) \\
c_{i,s}c_{j,t} &= vc_{j,s}c_{i,s} & (i > j)
\end{align*}
\]

for all admissible \(1 \leq i, j, s, t \leq h\). Let \(I(h, k)\) denote the set of all \(k\)-tuples \(\tilde{i} = (i_1, \ldots, i_k)\) of integers between 1 and \(h\) as in [G2]. Then, \(A_h\) is graded by degree as \(A_h = \bigoplus_{k \geq 0} A_{h,k}\), and each homogeneous component \(A_{h,k}\) is spanned by monomials \(c_{i_1,j_1}c_{i_2,j_2} \cdots c_{i_k,j_k}\) for all ‘multi-indices’ \(\tilde{i}, \tilde{j} \in I(h, k)\).

There is an \(F\)-bialgebra structure on \(A_h\) with counit \(\varepsilon : A_h \to F\) and comultipli-
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cation $\Delta : A_h \to A_h \otimes A_h$ satisfying

$$
\varepsilon(c_{i,j}) = \delta_{i,j}, \quad \Delta(c_{i,j}) = \sum_{k \in I(h,k)} c_{k,k}^i \otimes c_{k,k}^j
$$

for all $i,j \in I(h,k)$ and $k \geq 0$. The subspace $A_{h,k}$ is a subcoalgebra of $A_h$. We define the category of all polynomial representations (resp. polynomial representations of degree $k$) to be the category $\text{comod}(A_h)$ (resp. the category $\text{comod}(A_{h,k})$). Note that $\text{comod}(A_{h,k})$ is a full subcategory of $\text{comod}(A_h)$. Moreover, any $A_h$-comodule $M$ can be decomposed uniquely as $M = M_0 \oplus \cdots \oplus M_k \oplus \cdots$ where each $M_k$ is polynomial of degree $k$ and $\text{Hom}_{A_h}(M_k, M_l) = 0$ for $k \neq l$.

Let

$$
I^2(h,k) = \left\{(i,\hat{i}) \in I(h,k) \times I(h,k) \mid j_1 \leq \cdots \leq j_k \text{ and } i_l \leq i_{l+1} \text{ whenever } j_l = j_{l+1}\right\}.
$$

This is a set of representatives of the orbits of $\Sigma_k$ acting diagonally by place permutation on $I(h,k) \times I(h,k)$. The monomials $\{c_{i,j} \mid (i,\hat{i}) \in I^2(h,k)\}$ give a basis for the coalgebra $A_{h,k}$. We let $\{\xi_{i,j} \mid (i,\hat{i}) \in I^2(h,k)\}$ denote the corresponding dual basis of the $F$-linear dual $A_{h,k}^*$. It is known that $A_{h,k}^*$, endowed with the naturally induced algebra structure, is isomorphic to the $q$-Schur algebra $S_{h,k}$ from §1.2. Moreover, copying the argument of [DDo, 3.2.5] but for the Manin quantization, the isomorphism $A_{h,k}^* \to S_{h,k}$ can be chosen so that $\xi_{i,j}$ corresponds to the natural basis element $\phi_{\mu,\lambda}^u$ from (1.2a) for suitable $\mu, \lambda \vdash k$ and $u \in D_{\mu,\lambda}$, up to multiplying by some power of the unit $v$. To be precise:

(1.3a) There is an algebra isomorphism $A_{h,k}^* \to S_{h,k}$ under which $\xi_{i,j}$, for $(i,\hat{i}) \in I^2(h,k)$, maps to $v^{-l(u)}\phi_{\mu,\lambda}^u$ where:

(i) $\mu$ is the weight of $\hat{i}$ (so $\mu = (m_1,\ldots,m_k)$ with $m_l$ equal to the number of times the integer $l$ appears in the tuple $(i_1,\ldots,i_k)$);

(ii) $\lambda$ is the weight of $i$;

(iii) $u$ is the unique element of $D_{\mu}^{-1}$ such that for each $l = 1,\ldots,k$, $i_{n-l}$ is equal to the $l$th entry of the $k$-tuple $(1,\ldots,1, 2,\ldots,2, \ldots,h,\ldots,h)$ ($u$ is then automatically an element of $D_{\mu,\lambda}$).


Henceforth, we always identify algebras $A_{h,k}^*$ and $S_{h,k}$ according to (1.3a). This allows us to regard a left $S_{h,k}$-module as a right $A_{h,k}$-comodule, and vice versa, in a natural way. In other words, we identify the category $\text{mod}(S_{h,k})$ with the full subcategory of $\text{comod}(A_h)$ consisting of all $A_h$-comodules that are finite dimensional and of polynomial degree $k$. We often switch between these two points of view without comment.

In particular, for $\lambda \in \Lambda^+(h,k)$, we have $A_{h,k}$-comodules, hence $A_h$-comodules, $L_h(\lambda), \Delta_h(\lambda)$ and $\nabla_h(\lambda)$ induced by the corresponding $S_{h,k}$-modules. The modules
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\{L_h(\lambda) \mid \lambda \in \Lambda^+(h, k)\} give a complete set of non-isomorphic irreducibles in the category \(\text{comod}(A_{h,k})\). It follows directly from this that the modules \(\{L_h(\lambda) \mid \lambda \in \Lambda^+(h)\}\) give a complete set of non-isomorphic irreducibles in the category \(\text{comod}(A_h)\).

The bialgebra structure of \(A_h\) endows the category \(\text{comod}(A_h)\) with a natural notion of tensor product. As a special case, algebra multiplication

\[ A_{h,k} \otimes A_{h,l} \to A_{h,k+l} \]

allows us to view the tensor product \(M \otimes M'\) of an \(A_{h,k}\)-comodule \(M\) and an \(A_{h,l}\)-comodule \(M'\) as an \(A_{h,k+l}\)-comodule. Dually, we have an algebra map

\[ S_{h,k+l} \to S_{h,k} \otimes S_{h,l}, \quad (1.3.1) \]

which enables us to view the tensor product \(M \otimes M'\) of an \(S_{h,k}\)-module \(M\) and an \(S_{h,l}\)-module \(M'\) as an \(S_{h,k+l}\)-module.

We next introduce notation for various familiar modules. First, let \(V_h = L_h((1)) = \Delta_h((1)) = \nabla_h((1))\) be the natural module, a right \(A_h\)-comodule of dimension \(h\) over \(F\). The \(k\)th tensor power \(V_h \otimes \cdots \otimes V_h\) is naturally a right \(A_h\)-comodule, so can be regarded as a left \(S_{h,k}\)-module. This gives us tensor space, which we denote by \(V_h^\otimes k\). We also have the symmetric, divided and exterior powers:

\[ S^k(V_h) = \nabla_h((k)), \]
\[ Z^k(V_h) = \Delta_h((k)), \]
\[ \Lambda^k(V_h) = L_h((1^k)) = \Delta_h((1^k)) = \nabla_h((1^k)). \]

All these modules actually have more natural direct realizations (which we do not need here) as quotients or submodules of \(V_h^\otimes k\), see for instance [DDo, §2.1]. More generally, given any composition \(\nu = (k_1, \ldots, k_a) \vdash k\), define

\[ S^\nu(V_h) = S^{k_1}(V_h) \otimes \cdots \otimes S^{k_a}(V_h), \quad (1.3.2) \]
\[ Z^\nu(V_h) = Z^{k_1}(V_h) \otimes \cdots \otimes Z^{k_a}(V_h), \quad (1.3.3) \]
\[ \Lambda^\nu(V_h) = \Lambda^{k_1}(V_h) \otimes \cdots \otimes \Lambda^{k_a}(V_h), \quad (1.3.4) \]

all of which can be regarded as right \(A_h\)-comodules or left \(S_{h,k}\)-modules. Observe that in the special case \(\nu = (1^k)\) all of \(S^\nu(V_h), Z^\nu(V_h)\) and \(\Lambda^\nu(V_h)\) are isomorphic simply to \(V_h^\otimes k\). We will need the following known descriptions of these modules as left ideals of \(S_{h,k}\):

(1.3b) For \(\nu \in \Lambda(h, k)\),

(i) the left ideal \(S_{h,k}S_{h,k}^\nu\) of \(S_{h,k}\) is isomorphic to \(Z^\nu(V_h)\) as an \(S_{h,k}\)-module;

(ii) providing \(h \geq k\), the left ideal \(S_{h,k}S_{h,k}\kappa(y_k)\) of \(S_{h,k}\) is isomorphic to \(\Lambda^\nu(V_h)\) as an \(S_{h,k}\)-module, where \(\kappa : H_k \to S_{h,k}\) is the embedding of (1.2b).
§1.3 Tensor products and Levi subalgebras

We say an $A_h$-comodule $M$ has a $\Delta$-filtration (resp. a $\nabla$-filtration) if $M$ has an ascending filtration $0 = M_0 < M_1 < \ldots$ with $\sum_j M_i = M$ such that each factor $M_i/M_{i-1}$ is isomorphic to a direct sum of copies of $\Delta_h(\lambda)$ (resp. $\nabla_h(\lambda)$) for some fixed $\lambda \in \Lambda^+(h)$ (depending on $i$). The following important fact is well-known, see for instance [PW, (10.4.1)]:

(1.3c) If $M, M'$ are right $A_h$-comodules having $\nabla$-filtrations (resp. $\Delta$-filtrations) then $M \otimes M'$ also has a $\nabla$-filtration (resp. a $\Delta$-filtration).

In particular, (1.3c) implies that for any $\nu \in \Lambda(h, k)$, the modules $S^\nu(V_h)$ and $\Lambda^\nu(V_h)$ have $\nabla$-filtrations, while $Z^\nu(V_h)$ and $\Lambda^\nu(V_h)$ have $\Delta$-filtrations. The following fact is well-known; it can be deduced easily from basic properties of modules with $\Delta$- and $\nabla$-filtrations together with the Littlewood-Richardson rule:

(1.3d) For $\lambda \in \Lambda^+(h, k)$, regard the transpose partition $\lambda'$ as a composition of $k$. Then, the space $\text{Hom}_{\Lambda_h} (Z^\lambda(V_h), \Lambda^\lambda(V_h))$ is one dimensional, and the image of any non-zero such homomorphism is isomorphic to $\Delta_h(\lambda)$.

Suppose now that $q$ is a root of unity (i.e. $\ell > 0$). Then, there is an analogue for $A_h$ (hence for the $q$-Schur algebras) of Steinberg’s tensor product theorem. This was proved in [PW, chapter 9] (for $\ell$ odd) and [Cl] (in general). Other proofs (for the Dipper-Donkin quantization) have been given in [DDu 5.6] or [Do7, §3.2].

Let $\bar{A}_h = A_{F,1}(h)$ denote the free polynomial algebra over $F$ on generators $\{\bar{c}_{i,j} \mid 1 \leq i, j \leq h\}$ (which is just the above bialgebra $A_h$ in the special case $v = 1$). The comodule representation theory of $\bar{A}_h$ is precisely the classical polynomial representation theory of $GL_h$ as discussed by Green [G2]. For $\lambda \in \Lambda^+(h)$, we will write $\bar{\Lambda}_h(\lambda), \bar{\Delta}_h(\lambda)$ and $\bar{\nabla}_h(\lambda)$ for the irreducible, standard and costandard comodules of $\bar{A}_h$, to distinguish them from the ones above for $A_h$. Of course, these are just the usual polynomial representations of $GL_h$ over $F$.

Recall that we chose $v$ earlier so that it is a primitive $f$th root of unity with $f \not= 2 \pmod{4}$. So we can apply [PW, chapter 9] for $\ell$ odd and [Cl] for $\ell$ even to deduce that there is for each $r \geq 0$ a unique bialgebra homomorphism

$$F_r : \bar{A}_h \to A_h$$

(1.3.5)

such that $\bar{c}_{i,j} \mapsto c_{i,j}^{\ell^r}$ for all $1 \leq i, j \leq h$. This map is called the $r$th Frobenius morphism. We stress that if $q = 1$ then $\bar{A}_h = A_h$, $\ell = 1$ and the zeroth Frobenius map $F_0$ is just the identity map.

Using the Frobenius map $F_r$, we can regard an $\bar{A}_h$-comodule $M$ with structure map $\tau : M \to M \otimes A_h$ as an $A_h$-comodule with structure map $(\text{id}_M \otimes F_r) \circ \tau : M \to M \otimes A_h$. This gives the $r$th Frobenius twist of $M$ denoted $M^{[r]}$. Note that if $M$ is an $\bar{A}_{h,k}$-comodule, then $M^{[r]}$ is an $A_{h,k\ell^r}$-comodule.

For any $s > 1$, we say that $\lambda = (l_1, \ldots, l_h) \in \Lambda^+(h)$ is $s$-restricted if $l_i - l_{i+1} < s$ for $i = 1, \ldots, h - 1$. By convention, $\lambda$ is 1-restricted if and only if $\lambda = (0)$. By an
(ℓ, p)-adic expansion of λ we mean some (non-unique) way of writing
\[
\lambda = \lambda_{-1} + \ell \lambda_0 + \ell p \lambda_1 + \ell p^2 \lambda_2 + \ldots
\]
such that \(\lambda_{-1} \in \Lambda^+(h)\) is ℓ-restricted and each \(\lambda_i \in \Lambda^+(h)\) is \(p\)-restricted for \(i \geq 0\).

Now we can state the tensor product theorem (after the first twist this is the usual Steinberg tensor product theorem):

(1.3e) Suppose that \(\lambda \in \Lambda^+(h)\) has \((\ell, p)\)-adic expansion \(\lambda = \lambda_{-1} + \ell \lambda_0 + \cdots + \ell p^r \lambda_r\). Then, \(L_h(\lambda) \cong L_h(\lambda_{-1}) \otimes \overline{L}_h(\lambda_0) \otimes \cdots \otimes \overline{L}_h(\lambda_r)^{[r]}\).

The next lemma gives a technical character theoretic fact of importance in §4.3.
In the statement, for \(\lambda \vdash n\), \(c_\lambda\) is the number of elements of \(\Sigma_n\) of cycle-type \(\lambda\). We also recall that \(\phi_\mu\) denotes the irreducible character of the symmetric group defined in (1.1.2).

1.3f. Lemma. Let \(\ell\) and \(p\) be as above. Set \(m = \ell p^r\) for some \(r \geq 0\) and \(k = ml\) for some \(l \geq 1\). Then, for any \(h \geq k\),
\[
L_h((ml)) = (-1)^{k+l} \frac{1}{l!} \sum_{\lambda \vdash l} \sum_{\mu \vdash k} c_\lambda \phi_\mu(m\lambda) \Delta_h(\mu'),
\]
where the equality is written in the Grothendieck group of \(\mathrm{mod}(S_{h,k})\).

Proof. This is a calculation involving symmetric functions; we refer the reader to [M, §I.2-I.3] for the basic notions used in the proof. In particular, for \(\mu \vdash n\), we will write \(\varepsilon_\mu\) for \((-1)^{n-h(\mu)}\), which is the sign of any element of \(\Sigma_n\) of cycle-type \(\mu\).

By (1.3e), the module \(L_h((ml))\) is isomorphic to the Frobenius twist \(\overline{L}_h((1l))^{[r]}\). So, the formal character of \(L_h((ml))\) is the symmetric function
\[
\psi = \sum_{1 \leq i_1 < \cdots < i_l \leq h} x_{i_1}^m x_{i_2}^m \ldots x_{i_l}^m.
\]
Now using [M, §I.2, ex.8,10] one sees that \(\psi\) can be written as
\[
\psi = \frac{1}{l!} \sum_{\lambda \vdash l} \varepsilon_\lambda c_\lambda p_{m\lambda}
\]
where \(p_{m\lambda}\) is the power sum symmetric function of [M, §I.2]. Now applying [M, I.7.8], we deduce that
\[
\psi = \frac{1}{l!} \sum_{\lambda \vdash l} \sum_{\mu \vdash k} \varepsilon_\lambda c_\lambda \phi_\mu(m\lambda) s_\mu
\]
where \(s_\mu\) is the Schur function. Now according to [M, §I.7, ex.2], \(\phi_\mu(m\lambda) = \varepsilon_{m\lambda} \phi_{\mu'}(m\lambda)\). Noting that \(\varepsilon_{m\lambda} \varepsilon_{m\lambda} = (-1)^{k+l}\), we deduce that
\[
\psi = \frac{(-1)^{k+l}}{l!} \sum_{\lambda \vdash l} \sum_{\mu \vdash k} c_\lambda \phi_\mu(m\lambda) s_{\mu'}.
\]
Finally, recall by Weyl’s character formula that the formal character of $\Delta_h(\mu')$ is precisely the Schur function $s_{\mu'}$. □

Finally in this section, we review the definition of the analogues of Levi subgroups, following [Do7, §4.6]. Fix now $a \geq 1$ and $\mu = (h_1, \ldots, h_a) \vdash h$. Let $L$ denote the standard Levi subgroup of $G = GL_h(F)$ consisting of all invertible block diagonal matrices of block sizes $h_1, \ldots, h_a$. Let

$$\Omega_\mu = \{(i, j) \in [1, h] \times [1, h] \mid \text{there is some } g \in L \text{ with } g_{ij} \neq 0\}.$$ 

Define $A_\mu$ to be the quotient of $A_h$ by the biideal generated by $\{c_{i,j} \mid 1 \leq i, j \leq h, (i, j) \notin \Omega_\mu\}$. So $A_\mu$ is the quantum analogue of the coordinate ring of the monoid corresponding to the Levi subgroup $L$. We note that

$$A_\mu \cong A_{h_1} \otimes \cdots \otimes A_{h_a} \quad (1.3.6)$$

and that $A_\mu$ is graded by degree. So for $k \geq 0$ we can talk about the subcoalgebra $A_{\mu,k}$, which is a coalgebra quotient of $A_{h,k}$; we have the coalgebra isomorphism:

$$A_{\mu,k} \cong \bigoplus_{k_1+\cdots+k_a=k} A_{h_1,k_1} \otimes \cdots \otimes A_{h_a,k_a}. \quad (1.3.7)$$

We have the categories of polynomial and polynomial degree $k$ representations for the Levi subgroup, namely, the categories $\comod(A_\mu)$ and $\comod(A_{\mu,k})$ respectively.

There are Levi analogues of the $q$-Schur algebra, also discussed by Donkin in [Do7, §4.6]. Define $S_{\mu,k}$ to be the dual space $A_{\mu,k}^*$, with natural algebra structure inherited from the comultiplication and counit of $A_{\mu,k}$. So dualizing (1.3.7), we have that

$$S_{\mu,k} \cong \bigoplus_{k_1+\cdots+k_a=k} S_{h_1,k_1} \otimes \cdots \otimes S_{h_a,k_a}. \quad (1.3.8)$$

We identify $\mod(S_{\mu,k})$ with the full subcategory of $\comod(A_\mu)$ consisting of all finite dimensional $A_\mu$-comodules of polynomial degree $k$.

Dual to the surjective coalgebra map $A_{h,k} \to A_{\mu,k}$ we have a natural embedding $S_{\mu,k} \hookrightarrow S_{h,k}$. We will always regard $S_{\mu,k}$ as a subalgebra of $S_{h,k}$ embedded in this way. Explicitly, we have that:

(1.3g) The subalgebra $S_{\mu,k}$ of $S_{h,k}$ is spanned by the standard basis elements $\xi_{i,j}$ for $i, j \in I(h, k)$ such that $(i_l, j_l) \in \Omega_\mu$ for all $l = 1, \ldots, k$.

### 1.4. Polynomial induction

We recall briefly the definitions of induction and restriction functors for coalgebras, following [Do1]. Let $(A, \Delta, \varepsilon)$ and $(A', \Delta', \varepsilon')$ be coalgebras over our fixed
field $F$, and $\phi : A \to A'$ be a fixed coalgebra homomorphism. We have the exact restriction functor
\[ \text{res}^A_{A'} : \text{comod}(A) \to \text{comod}(A') \]
defined on a right $A$-comodule $M$ with structure map $\tau : M \to M \otimes A$ by letting $\text{res}^A_{A'} M$ be the right $A'$-comodule equal to $M$ as a vector space but with new structure map $(\text{id}_M \otimes \phi) \circ \tau : M \to M \otimes A'$. On an $A$-comodule homomorphism $\alpha : M \to M'$, $\text{res}^A_{A'} \alpha$ is the same linear map $\alpha$, but regarded now as an $A'$-comodule map. There is a comodule induction functor that is right adjoint to $\text{res}^A_{A'}$, namely $\text{ind}^A_{A'} : \text{comod}(A') \to \text{comod}(A)$.

To define this on objects, fix $M \in \text{comod}(A')$ with structure map $\tau : M \to M \otimes A'$. Write $|M| \otimes A$ for the right $A$-comodule which is equal to $M \otimes A$ as a vector space, with structure map $\text{id}_M \otimes \Delta : M \otimes A \to M \otimes A \otimes A$. Then, $\text{ind}^A_{A'} M$ is the subcomodule of $|M| \otimes A$ consisting of all elements $f$ such that
\[(\tau \otimes \text{id}_A)(f) = (\text{id}_M \otimes ([\phi \otimes \text{id}_A] \circ \Delta))(f). \tag{1.4.1} \]

On a morphism $\alpha : M \to M'$, $\text{ind}^A_{A'} \alpha$ is the restriction to $\text{ind}^A_{A'} M$ of the morphism $\alpha \otimes \text{id}_A : |M| \otimes A \to |M'| \otimes A$.

We wish to study induction and restriction (in the sense of coalgebras as just defined) between $A_h$ and its Levi quotient $A_{\mu}$ introduced just before (1.3.6). So choose $\mu \models k$ and consider the polynomial restriction and induction functors:
\[ \text{res}^{A_h}_{A_{\mu}} : \text{comod}(A_h) \to \text{comod}(A_{\mu}), \]
\[ \text{ind}^{A_h}_{A_{\mu}} : \text{comod}(A_{\mu}) \to \text{comod}(A_h). \]

We record some basic properties:

1.4a. **Lemma.** (i) The functor $\text{res}^{A_h}_{A_{\mu}}$ sends finite dimensional modules to finite dimensional modules, and $A_{h,k}$-comodules to $A_{\mu,k}$-comodules.

(ii) The functor $\text{ind}^{A_h}_{A_{\mu}}$ sends finite dimensional modules to finite dimensional modules, and $A_{\mu,k}$-comodules to $A_{h,k}$-comodules.

**Proof.** (i) This is obvious.

(ii) Let $M$ be an $A_{\mu,k}$-comodule with structure map $\tau : M \to M \otimes A_{\mu,k}$. Recall that $A_h = \bigoplus_{l \geq 0} A_{h,l}$ as an $A_h$-comodule. For $l \geq 0$,
\[ \tau \otimes \text{id}_{A_h}(M \otimes A_{h,l}) \subseteq M \otimes A_{\mu,k} \otimes A_{h,l}, \]
\[ \text{id}_M \otimes ([\phi \otimes \text{id}_{A_h}] \circ \Delta)(M \otimes A_{h,l}) \subseteq M \otimes A_{\mu,l} \otimes A_{h,l}. \]

So, recalling the definition of the functor $\text{ind}^{A_h}_{A_{\mu}}$, we deduce that the only non-zero $f \in M \otimes A_h$ satisfying (1.4.1) in fact lie in $M \otimes A_{h,k}$. Hence, $\text{ind}^{A_h}_{A_{\mu}}$ sends degree $k$ modules to degree $k$ modules.
Moreover, if $M$ is a finite dimensional $A_{\mu,k}$-module, $\text{ind}^{A_h}_{A_{\mu}} M$ is finite dimensional because it is a subspace of the finite dimensional space $M \otimes A_{h,k}$. Since any finite dimensional $A_{\mu}$-comodule can be written as a direct sum of finite dimensional $A_{\mu,k}$-comodules for finitely many different $k$, we deduce that $\text{ind}^{A_h}_{A_{\mu}}$ sends finite dimensional modules to finite dimensional modules.

Now we focus on a special case. So, until just before the end of the section, fix $l \leq h$, set $l' = h - l$ and consider $A_{\mu}$ with $\mu = (l,l') \models h$. In this case, $A_{\mu}$ is a bialgebra quotient of $A_h$ isomorphic to $A_l \otimes A_{l'}$; let

$$\phi : A_h \to A_l \otimes A_{l'}$$

be the quotient map. Corresponding to $\phi$, we have the coalgebra induction and restriction functors $\text{res}^{A_h}_{A_l \otimes A_{l'}}$ and $\text{ind}^{A_h}_{A_l \otimes A_{l'}}$.

We will also need truncated versions of these functors. There is a natural bialgebra embedding $i : A_l \hookrightarrow A_l \otimes A_{l'}, a \mapsto a \otimes 1$, with image $A_l \otimes A_{l',0}$, recalling that $A_{l',0} \cong F$ denotes the degree zero part of $A_{l'}$. Define the exact truncation functor

$$\text{trunc} : \text{comod}(A_l \otimes A_{l'}) \to \text{comod}(A_l)$$

as follows. On an object $M$ with structure map $\tau : M \to M \otimes A_l \otimes A_{l'}$, $\text{trunc} M$ is defined as the subspace \{ $m \in M | \tau(m) \in M \otimes A_l \otimes A_{l',0}$ \}, regarded as an $A_l$-comodule via the restriction of $\tau$ and the isomorphism $\text{id}_M \otimes i : M \otimes A_l \to M \otimes A_l \otimes A_{l',0}$. On a morphism $\theta$, $\text{trunc} \theta$ is defined simply as restriction. The functor $\text{trunc}$ has an adjoint, namely, the inflation functor

$$\text{infl} : \text{comod}(A_l) \to \text{comod}(A_l \otimes A_{l'})$$

defined on an object $M$ with structure map $\tau : M \to M \otimes A_l$ by letting $\text{infl} M$ be $M$ as a vector space, but with new structure map $\hat{\tau} = (\text{id}_M \otimes i) \circ \tau : M \to M \otimes A_l \otimes A_{l'}$. On a morphism $\theta$, $\text{infl} \theta$ is the same linear map but regarded instead as an $A_l \otimes A_{l'}$-comodule map. Now we define the truncated polynomial restriction and induction functors:

$$\text{trunc}^{A_h}_{A_l} : \text{comod}(A_h) \to \text{comod}(A_l) \quad \text{by} \quad \text{trunc}^{A_h}_{A_l} = \text{trunc} \circ \text{res}^{A_h}_{A_l \otimes A_{l'}},$$

$$\text{infl}^{A_h}_{A_l} : \text{comod}(A_l) \to \text{comod}(A_h) \quad \text{by} \quad \text{infl}^{A_h}_{A_l} = \text{ind}^{A_h}_{A_l \otimes A_{l'}} \circ \text{infl}.$$

Lemma 1.4a easily implies the analogous result for the truncated versions of the functors:

(1.4b) (i) The functor $\text{trunc}^{A_h}_{A_l}$ sends finite dimensional modules to finite dimensional modules, and $A_{h,k}$-comodules to $A_{l,k}$-comodules.

(ii) The functor $\text{infl}^{A_h}_{A_l}$ sends finite dimensional modules to finite dimensional modules, and $A_{l,k}$-comodules to $A_{h,k}$-comodules.

The main result of the section is as follows:
1.4c. **Theorem.** For non-negative integers \( l, l' \) with \( l+l' = h \) as above, the following bifunctors are isomorphic:

\[
\inf A_l \otimes \inf A_{l'}(\ ? \otimes \ ?') : \comod(A_l) \times \comod(A_{l'}) \to \comod(A_h),
\]

\[
(\inf A_l, ?) \otimes (\inf A_{l'}, ?') : \comod(A_l) \times \comod(A_{l'}) \to \comod(A_h).
\]

**Proof.** The proof proceeds in a number of steps. We fix an \( A_l \)-comodule \( M \) and an \( A_{l'} \)-comodule \( M' \). Let \( \tau : M \to M \otimes A_l \) and \( \tau' : M' \to M' \otimes A_{l'} \) be their respective structure maps. We denote the structure map of \( \inf M \) (resp. \( \inf M' \)) as an \( A_l \otimes A_{l'} \)-comodule by \( \hat{\tau} : M \to M \otimes A_l \otimes A_{l'} \) (resp. \( \hat{\tau}' : M' \to M' \otimes A_l \otimes A_{l'} \)). Define

\[
J = \text{span}\{c_{l,k} \mid k \geq 0, \overline{i} \leq I(h,k), 1 \leq i_1, \ldots, i_k \leq l\},
\]

\[
J' = \text{span}\{c_{l',k} \mid k \geq 0, \overline{i} \leq I(h,k), l+1 \leq i_1, \ldots, i_k \leq h\}.
\]

Note that both \( J \) and \( J' \) are subalgebras and right \( A_h \)-subcomodules of \( A_h \). It is routine to check the following, using the fact that algebra multiplication \( \mu : A_h \otimes A_h \to A_h \) is a coalgebra homomorphism:

1.4d) **Multiplication** \( \mu : J \otimes J' \to A_h \) is an isomorphism of right \( A_h \)-comodules.

Consider the \( A_h \)-comodule maps

\[
\theta = (\hat{\tau} \otimes \text{id}_{A_h} - \text{id}_M \otimes [(\phi \otimes \text{id}_{A_h}) \circ \Delta]) : |M| \otimes A_h \to |M \otimes A_l \otimes A_{l'}| \otimes A_h,
\]

\[
\theta' = (\hat{\tau}' \otimes \text{id}_{A_h} - \text{id}_{M'} \otimes [(\phi \otimes \text{id}_{A_h}) \circ \Delta]) : |M'| \otimes A_h \to |M' \otimes A_l \otimes A_{l'}| \otimes A_h.
\]

Note we are using the symbol \( |\cdot| \) to emphasize that the \( A_h \)-comodule structure is coming just from the final term in these tensor products. We claim that:

1.4e) \( \ker \theta \subseteq |M| \otimes J \) and \( \ker \theta' \subseteq |M'| \otimes J' \).

We prove (1.4e) just for \( \theta \), the proof in the case of \( \theta' \) being entirely similar. Note directly from the definition of \( \hat{\tau} \) that \( (\hat{\tau} \otimes \text{id}_{A_h})(\ker \theta) \subseteq M \otimes A_l \otimes A_{l'} \otimes A_h \). Now take \( v \in \ker \theta \) with \( v \in M \otimes A_{h,k} \) for some \( k \geq 0 \). Then, \( \bar{v} := (\hat{\tau} \otimes \text{id}_{A_h})(v) = (\text{id}_M \otimes [(\phi \otimes \text{id}_{A_h}) \circ \Delta])(v) \in M \otimes A_{l,k} \otimes A_{l',0} \otimes A_{h,k} \). Write \( v = \sum_{\overline{i}, \overline{j} \in I(h,k)} m_{\overline{i}, \overline{j}} \otimes c_{\overline{i}, \overline{j}} \), for some \( m_{\overline{i}, \overline{j}} \in M \). We have that

\[
\bar{v} = \sum_{\overline{i}, \overline{j} \in I(h,k)} m_{\overline{i}, \overline{j}} \otimes \phi(c_{\overline{i}, \overline{j}}) \otimes c_{\overline{i}, \overline{j}} \in M \otimes A_{l,k} \otimes A_{l',0} \otimes A_{h,k}.
\]

Consider the projection \( \pi_m \) of \( M \otimes \phi(A_{h,k}) \otimes A_{h,k} \) onto the \( m \)th term of the direct sum decomposition

\[
M \otimes \phi(A_{h,k}) \otimes A_{h,k} = \bigoplus_{m=0}^{k} M \otimes A_{l,k-m} \otimes A_{l',m} \otimes A_{h,k}.
\]
coming from the grading. We know by (1.4.2) that $\pi_m(\bar{v}) = 0$ for $m > 0$, hence that

$$\bar{v} = \pi_0(\bar{v}) = \sum_{1 \leq s_1, \ldots, s_k \leq l} m_{s_1, \ldots, s_k} \otimes \varphi(c_{s_1, \ldots, s_k}) \otimes c_{s_1, \ldots, s_k}$$

summing only over $s$ with $1 \leq s_1, \ldots, s_k \leq l$. For such $s$, $c_{s_1, \ldots, s_k} \in J$, hence $\bar{v} \in M \otimes A_l \otimes A_{l',0} \otimes J$.

The preceding paragraph shows that $\text{ind}_{A_l}^{A_h} M$ is precisely ker $\theta$ by the definition (1.4.1), and similarly, $\text{infl}_{A_{l'}}^{A_h} M' = \ker \theta'$. So by (1.4e) and the definitions, we have that

$$\text{ind}_{A_l}^{A_h} (M \boxtimes M') \subseteq |M| \otimes J \otimes |M'| \otimes \tau \otimes \tau' \otimes \text{id}_{A_h} \otimes \text{id}_{A_{l'}} (M \boxtimes M') \subseteq |M \otimes M'| \otimes A_{l'} \otimes A_h.$$ We claim that the restriction of $\omega$ induces an isomorphism between $(\text{infl}_{A_{l'}}^{A_h} M) \otimes (\text{infl}_{A_{l'}}^{A_h} M')$ and $\text{ind}_{A_{l'}}^{A_h} (M \boxtimes M')$. This will complete the proof of the theorem, functoriality being immediate as $\omega$ is clearly functorial in arguments $M$ and $M'$.

To prove the claim, $\omega$ is a bijection, so we just need to check that

$$\omega^{-1}(\text{ind}_{A_l}^{A_h} (M \boxtimes M')) = \ker (\tau \otimes \tau' \otimes \text{id}_{A_h} \otimes \text{id}_{A_{l'}}) \circ \omega.$$ Recall that $\text{ind}_{A_l}^{A_h} (M \boxtimes M')$ is the set of vectors in $M \otimes M' \otimes A_h$ satisfying the appropriate version of (1.4.1). So, $\omega^{-1}(\text{ind}_{A_l}^{A_h} (M \boxtimes M')) = \ker (\alpha - \beta)$, where $\alpha$ and $\beta$ are the maps from $M \otimes J \otimes M' \otimes J'$ to $M \otimes A_l \otimes M' \otimes A_{l'} \otimes A_h$ defined by

$$\alpha = (\tau \otimes \tau' \otimes \text{id}_{A_h} \otimes \text{id}_{A_{l'}}) \circ \omega \quad \text{and} \quad \beta = (\text{id}_{M \boxtimes M'} \otimes (\phi \otimes \text{id}_{A_h}) \circ \Delta) \circ \omega,$$ respectively. Consider instead the maps $\alpha'$ and $\beta'$ from $M \otimes J \otimes M' \otimes J'$ to $M \otimes A_l \otimes A_{l'} \otimes A_h \otimes M' \otimes J$ defined by

$$\alpha' = \tau \otimes \text{id}_{J} \otimes \tau' \otimes \text{id}_{J'} \quad \text{and} \quad \beta' = \text{id}_{M} \otimes (\phi \otimes \text{id}_{A_h}) \circ \Delta,$$
respectively. Define

\[ \pi : M \otimes A_l \otimes A_v \otimes A_h \otimes M' \otimes A_l \otimes A_v \otimes A_h \to M \otimes A_l \otimes M' \otimes A_v \otimes A_h, \]

\[ m \otimes a_1 \otimes a'_1 \otimes b_1 \otimes m' \otimes a_2 \otimes a'_2 \otimes b_2 \mapsto m \otimes a_1a_2 \otimes m' \otimes a'_1a'_2 \otimes b_1b_2. \]

Observe that \( \alpha = \pi \circ \alpha' \) and \( \beta = \pi \circ \beta' \). Moreover, the images of both \( \alpha' \) and \( \beta' \) lie in \( Y = M \otimes A_l \otimes A_v \otimes J \otimes M' \otimes A_l \otimes A_v \otimes J', \) which is obvious for \( \alpha' \) and an easy exercise for \( \beta' \). Since the restriction of \( \pi \) to \( Y \) is injective, it follows that \( \ker(\alpha - \beta) = \ker(\alpha' - \beta') \). Writing \( \eta = (\alpha' - \beta') \) for short, we have shown that \( \omega^{-1}(\text{ind}^{A_h}_{A_1 \otimes A_v}(M \boxtimes M')) = \ker \eta \). So (1.4.4) is equivalent to showing:

(1.4f) \( \ker \eta = \ker \theta \otimes \ker \theta' \).

To prove (1.4f), first take a pure tensor \( k \otimes k' \in \ker \theta \otimes \ker \theta' \). Then, \( \tau \otimes \text{id}_J(k) = \text{id}_M \otimes (\phi \otimes \text{id}_{A_h} \circ \Delta)(k) \) and analogously for \( k' \), which immediately shows that \( k \otimes k' \in \ker \eta \). Conversely, let

\[ \text{id}_M \otimes \varepsilon \otimes \text{id}_J : M \otimes A_l \otimes A_v \otimes J \to M \otimes J \]

be the map \( m \otimes c \otimes j \mapsto m\varepsilon(c) \otimes j = m \otimes \varepsilon(c)j \), where \( \varepsilon \) is the counit of \( A_l \otimes A_v \).

Recalling that \( \phi \) is a bialgebra map, the coalgebra and comodule axioms immediately give that both of the composites

\[ (\text{id}_M \otimes \varepsilon \otimes \text{id}_J) \circ (\tau \otimes \text{id}_J) : M \otimes J \to M \otimes J, \]

\[ (\text{id}_M \otimes \varepsilon \otimes \text{id}_J) \circ (\text{id}_M \otimes ([\phi \otimes \text{id}_{A_h} \circ \Delta]) : M \otimes J \to M \otimes J \]

are equal to the identity. So,

\[ (\text{id}_M \otimes \varepsilon \otimes \text{id}_J \otimes \text{id}_{M' \otimes A_l \otimes A_v \otimes J'}) \circ \eta = \text{id}_{M \otimes J} \otimes \theta'. \]

It follows directly that \( \ker \eta \subseteq \ker(\text{id}_{M \otimes J} \otimes \theta') = M \otimes J \otimes \ker \theta' \). A similar argument shows that \( \ker \eta \subseteq \ker \theta \otimes M' \otimes J' \). Hence,

\[ \ker \eta \subseteq (\ker \theta \otimes M' \otimes J') \cap (M \otimes J \otimes \ker \theta'). \tag{1.4.5} \]

Finally, by linear algebra the right hand side of (1.4.5) is precisely \( \ker \theta \otimes \ker \theta' \), which completes the proof of (1.4f) hence the theorem. \( \square \)

Finally, we extend Theorem 1.4c to the general case, to obtain the quantum analogue of [BK1, Theorem 2.7]:

1.4g. Corollary. Fix \( \mu = (h_1, \ldots, h_a) \vdash h \). Then, the following functors are isomorphic:

\[ \text{ind}^{A_h}_{A_1 \mu}( \boxtimes \cdots \boxtimes ?) : \text{comod}(A_{h_1}) \times \cdots \times \text{comod}(A_{h_a}) \to \text{comod}(A_h), \]

\[ (\text{infl}^{A_h}_{A_{h_1}} ?) \otimes \cdots \otimes (\text{infl}^{A_h}_{A_{h_a}} ?) : \text{comod}(A_{h_1}) \times \cdots \times \text{comod}(A_{h_a}) \to \text{comod}(A_h). \]
Proof. This follows from Theorem 1.4c by induction on \( a \), using the fact that coalgebra induction is transitive. \( \Box \)

We refer the reader to [BK1, §2] for further properties of the polynomial induction and restriction functors, as well as some consequences of Corollary 1.4g, in the classical case. The proofs in loc. cit. carry over to the quantum case, now that we have Corollary 1.4g.

1.5. Schur algebra induction

The goal in this section is to reformulate Corollary 1.4g in terms of the \( q \)-Schur algebra. Fix throughout the section \( h, k \geq 1 \) and \( \mu = (h_1, \ldots, h_a) \vdash h \). Recall that \( S_{\mu,k} \) denotes the Levi subalgebra of \( S_{h,k} \), defined as in (1.3.8), over the field \( F \). We have the restriction and induction functors

\[
\text{res}_{S_{\mu,k}}^{S_{h,k}} : \text{mod}(S_{h,k}) \to \text{mod}(S_{\mu,k}),
\]

\[
\text{ind}_{S_{\mu,k}}^{S_{h,k}} : \text{mod}(S_{\mu,k}) \to \text{mod}(S_{h,k})
\]

in the usual sense of finite dimensional algebras; so \( \text{ind}_{S_{\mu,k}}^{S_{h,k}} = S_{h,k} \otimes S_{\mu,k} \). Note that \( \text{ind}_{S_{\mu,k}}^{S_{h,k}} \) is left adjoint to \( \text{res}_{S_{\mu,k}}^{S_{h,k}} \).

We also need truncated versions, so fix \( l \leq h \) and embed \( \Lambda(l,k) \) (resp. \( I(l,k) \)) in \( \Lambda(h,k) \) (resp. \( I(h,k) \)) in the natural way. Let \( e \) be the idempotent

\[
e = e_{h,l} = \sum_{\mu \in \Lambda(l,k)} \phi_{1,\mu}^1 \in S_{h,k}.
\]

(1.5.1)

Note this is the analogue of the idempotent defined by Green in \([G_2, (6.5b)]\). The subring \( e S_{h,k} e \) is spanned by all standard basis elements \( \xi_{\bar{i},\bar{j}} \) with \( \bar{i}, \bar{j} \in I(l,k) \). Moreover, just as in the classical case \([G_2, p. 103]\),

\[
S_{l,k} \cong e S_{h,k} e,
\]

the natural basis element \( \xi_{\bar{i},\bar{j}} \) of \( S_{l,k} \) for \( \bar{i}, \bar{j} \in I(l,k) \) mapping under the isomorphism to the corresponding natural basis element \( \xi_{\bar{i},\bar{j}} \) of \( S_{h,k} \). In what follows, we identify \( S_{l,k} \) with \( e S_{h,k} e \) in this way. Then, we have the Schur functor

\[
\text{trunc}_{S_{l,k}}^{S_{h,k}} : \text{mod}(S_{h,k}) \to \text{mod}(S_{l,k}),
\]

(1.5.2)

defined on an object \( M \) by \( \text{trunc}_{S_{l,k}}^{S_{h,k}} M = e M \) and by restriction on morphisms. The functor \( \text{trunc}_{S_{l,k}}^{S_{h,k}} \) has a left adjoint, the inverse Schur functor

\[
\text{infl}_{S_{l,k}}^{S_{h,k}} : \text{mod}(S_{l,k}) \to \text{mod}(S_{h,k}),
\]

(1.5.3)

which is the functor \( S_{h,k} e \otimes_{e S_{h,k} e} ? \).

The truncation functor \( \text{trunc}_{S_{l,k}}^{S_{h,k}} \) is the quantum analogue of the functor \( d_{h,l} \) considered by Green \([G_2, \S 6.5]\), and the argument of \([G_2, (6.5g)]\) carries over to show:
(1.5a) Assuming that \( k \leq l \), the functors

\[ \text{trunc}_{S_{l,k}}^{S_{h,k}} : \text{mod}(S_{h,k}) \to \text{mod}(S_{l,k}) \quad \text{and} \quad \text{infl}_{S_{l,k}}^{S_{h,k}} : \text{mod}(S_{l,k}) \to \text{mod}(S_{h,k}) \]

are mutually inverse equivalences of categories.

The effect of the truncation functor \( \text{trunc}_{S_{l,k}}^{S_{h,k}} \) on the standard \( S_{h,k} \)-modules is well-known; we record the basic facts, see e.g. [G2, (6.5f)], [BK1, 2.3, 2.4], [Do7, §4.2]:

\[ (1.5b) \]

(i) If \( m_{l+1} \neq 0 \) then \( \text{trunc}_{S_{l,k}}^{S_{h,k}} L_h(\mu) = \text{trunc}_{S_{l,k}}^{S_{h,k}} \Delta_h(\mu) = \text{trunc}_{S_{l,k}}^{S_{h,k}} \nabla_h(\mu) = 0 \).

(ii) If \( m_{l+1} = 0 \), we may regard \( \mu \) as an element of \( \Lambda^+(l,k) \subseteq \Lambda^+(h,k) \), and then \( \text{trunc}_{S_{l,k}}^{S_{h,k}} L_h(\mu) \cong L_l(\mu), \text{trunc}_{S_{l,k}}^{S_{h,k}} \Delta_h(\mu) \cong \Delta_l(\mu) \) and \( \text{trunc}_{S_{l,k}}^{S_{h,k}} \nabla_h(\mu) \cong \nabla_l(\mu) \).

Now we wish to relate these Schur algebra functors to the polynomial induction and restriction functors of the previous section.

First, recall from §1.2 that the algebra \( S_{h,k} \) has an anti-automorphism \( \tau \), which is easily seen to stabilize the subalgebra \( S_{\mu,k} \), for instance using (1.3g). This allows us to define the contravariant dual \( M^\tau \) of an \( S_{\mu,k} \)-module \( M \), in the same way as we did for \( S_{h,k} \) in §1.2. Contravariant duality gives us functors \( \text{mod}(S_{h,k}) \to \text{mod}(S_{h,k}), \text{mod}(S_{\mu,k}) \to \text{mod}(S_{\mu,k}) \) and \( \text{mod}(S_{l,k}) \to \text{mod}(S_{l,k}) \), all of which we will denote simply by \( \tau \). It is obvious that \( \tau \) commutes with \( \text{res}_{S_{l,k}}^{S_{h,k}} \) and \( \text{trunc}_{S_{l,k}}^{S_{h,k}} \). To be precise, there are isomorphisms of functors:

\[ \tau \circ \text{res}_{S_{\mu,k}}^{S_{h,k}} \cong \text{res}_{S_{\mu,k}}^{S_{h,k}} \circ \tau, \quad \tau \circ \text{trunc}_{S_{l,k}}^{S_{h,k}} \cong \text{trunc}_{S_{l,k}}^{S_{h,k}} \circ \tau \]

(1.5.4) (1.5.5)

We remark that contravariant duality does not in general commute with the functor \( \text{ind}_{S_{\mu,k}}^{S_{h,k}} \) (resp. \( \text{infl}_{S_{l,k}}^{S_{h,k}} \)) unless \( k \leq l \).

Second, notice that, in view of Lemma 1.4a and (1.4b), we can restrict the functors \( \text{res}_{A_h}^{A_{h+1}}, \text{ind}_{A_h}^{A_{h+1}}, \text{res}_{A_l}^{A_{l+1}} \) and \( \text{ind}_{A_l}^{A_{l+1}} \) to finite dimensional, polynomial degree \( k \) modules to obtain well-defined functors which we will denote by the same names:

\[ \text{res}_{A_h}^{A_{h+1}} : \text{mod}(S_{h,k}) \to \text{mod}(S_{h,k}), \]
\[ \text{ind}_{A_h}^{A_{h+1}} : \text{mod}(S_{h,k}) \to \text{mod}(S_{h,k}), \]
\[ \text{trunc}_{A_l}^{A_{l+1}} : \text{mod}(S_{h,k}) \to \text{mod}(S_{h,k}), \]
\[ \text{infl}_{A_h}^{A_{h+1}} : \text{mod}(S_{l,k}) \to \text{mod}(S_{l,k}). \]

To connect all these functors, we have:
1.5c. Lemma. The following pairs of functors are isomorphic:

(i) \( \text{res}^{S_{h,k}}_{S_{\mu,k}} \) and \( \text{res}^{A_h}_{A_{\mu}} : \text{mod}(S_{h,k}) \to \text{mod}(S_{\mu,k}) \);
(ii) \( \text{trunc}^{S_{h,k}}_{S_{l,k}} \) and \( \text{trunc}^{A_h}_{A_l} : \text{mod}(S_{h,k}) \to \text{mod}(S_{l,k}) \);
(iii) \( \tau \circ \text{ind}^{S_{h,k}}_{S_{\mu,k}} \circ \tau \) and \( \text{ind}^{A_h}_{A_{\mu}} : \text{mod}(S_{\mu,k}) \to \text{mod}(S_{h,k}) \);
(iv) \( \tau \circ \text{infl}^{S_{h,k}}_{S_{l,k}} \circ \tau \) and \( \text{infl}^{A_h}_{A_l} : \text{mod}(S_{l,k}) \to \text{mod}(S_{h,k}) \).

Proof. (i) This is obvious.

(ii) To see this, note that both of the functors \( \text{trunc}^{S_{h,k}}_{S_{l,k}} \) and \( \text{trunc}^{A_h}_{A_l} \) are defined on objects by taking certain weight spaces, and by restriction on morphisms. To be more precise, on an object \( M \), both functors send \( M \) to \( \bigoplus_{\lambda \in \Lambda(l,k)} \phi_{1,\lambda} M \). Hence, the functors are isomorphic.

(iii) Using (i) and the fact that \( \text{ind}^{A_h}_{A_{\mu}} \) is right adjoint to \( \text{res}^{A_h}_{A_{\mu}} \), we just need to check by uniqueness of adjoint functors that \( \tau \circ \text{ind}^{S_{h,k}}_{S_{\mu,k}} \circ \tau \) is right adjoint to \( \text{res}^{S_{h,k}}_{S_{\mu,k}} \).

Well, for \( M \in \text{mod}(S_{h,k}) \), \( N \in \text{mod}(S_{\mu,k}) \), we have

\[
\text{Hom}_{S_{h,k}}(M, (\text{ind}^{S_{h,k}}_{S_{\mu,k}} N^\tau))^\tau) \cong \text{Hom}_{S_{h,k}}(\text{ind}^{S_{h,k}}_{S_{\mu,k}} N^\tau, M^\tau) \\
\cong \text{Hom}_{S_{\mu,k}}(N^\tau, \text{res}^{S_{h,k}}_{S_{\mu,k}} M^\tau) \\
\cong \text{Hom}_{S_{\mu,k}}(\text{res}^{S_{h,k}}_{S_{\mu,k}} M, N)
\]

using the fact that contravariant duality commutes with restriction (1.5.4).

(iv) This follows by (ii) and (1.5.5) by the same general argument as (iii).

Finally, we can restate Corollary 1.4g in terms of Schur algebras. To explain the notation in the statement, note that given modules \( M_1, \ldots, M_a \) with each \( M_i \in \text{mod}(S_{h_i,k_i}) \), we can regard the outer tensor product \( \bigotimes_{i=1}^a M_i \) as an \( S_{\mu,k} \)-module where \( k = k_1 + \cdots + k_a \). We obtain in this way a functor

\[
? \boxtimes \cdots \boxtimes ? : \text{mod}(S_{h_1,k_1}) \times \cdots \times \text{mod}(S_{h_a,k_a}) \to \text{mod}(S_{\mu,k}).
\]

Similarly, the tensor product operation on modules over Schur algebras, induced via the map (1.3.1), gives us a functor

\[
? \otimes \cdots \otimes ? : \text{mod}(S_{h_1,k_1}) \times \cdots \times \text{mod}(S_{h_a,k_a}) \to \text{mod}(S_{h,k})
\]

where \( k = k_1 + \cdots + k_a \). With this notation:

1.5d. Theorem. For \( \mu = (h_1, \ldots, h_a) \vdash h \) and \( \nu = (k_1, \ldots, k_a) \vdash k \), the following functors are isomorphic:

\[
\text{ind}^{S_{h,k}}_{S_{\mu,k}} (\boxtimes \cdots \boxtimes ?) : \text{mod}(S_{h_1,k_1}) \times \cdots \times \text{mod}(S_{h_a,k_a}) \to \text{mod}(S_{h,k}),
\]

\[
(\text{infl}^{S_{h,k}}_{S_{h_1,k_1}} \otimes \cdots \otimes (\text{infl}^{S_{h,k_a}}_{S_{h_a,k_a}} ?)) : \text{mod}(S_{h_1,k_1}) \times \cdots \times \text{mod}(S_{h_a,k_a}) \to \text{mod}(S_{h,k}).
\]
Proof. Combine Corollary 1.4g and Lemma 1.5c(iii),(iv). 

Later, Theorem 1.5d will be important because it gives a way to realize the tensor product operation induced by the bialgebra structure of $A_h$ directly within the finite dimensional algebras $S_{h,k}$ (for all $k$).
Chapter 2

Classical results on $GL_n$

We next collect all the results about $GL_n({\mathbb F}_q)$ from the literature that we will need later. Most of these results are of a purely character theoretic nature. At the same time, we will deduce their basic consequences for the modular theory using elementary base change arguments.

2.1. Conjugacy classes and Levi subgroups

We begin with some basic notation that will be in place for the remainder of the article. Choose some prime power $q$ and denote the finite general linear group $GL_n({\mathbb F}_q)$ by $G_n$. Let $p$ be a prime not dividing $q$, $F$ be an algebraically closed field of characteristic $p$ and fix a $p$-modular system $(F,\mathcal O,K)$ with $K$ sufficiently large (see [Ka, §3.1]). So $\mathcal O$ is a complete discrete valuation ring with residue field $F$ and field of fractions $K$ of characteristic 0, and moreover $K$ is a splitting field for all finite groups that we meet.

For $\sigma \in \overline{\mathbb F}_q^\times$, we let $(\sigma)$ denote the associated companion matrix. So if $\sigma$ is of degree $d$ over $\mathbb F_q$, $(\sigma)$ is the $d \times d$-matrix corresponding to the automorphism of $\mathbb F_q[\sigma]$ induced by left multiplication by $\sigma$, when written in terms of the $\mathbb F_q$-basis $1,\sigma,\ldots,\sigma^{d-1}$. We say that $\sigma$ is $p$-regular if its multiplicative order is coprime to $p$; otherwise, we say that $\sigma$ is $p$-singular. Given in addition $\tau \in \overline{\mathbb F}_q^\times$, we say that $\sigma$ and $\tau$ are conjugate if they have the same minimal polynomial over $\mathbb F_q$, or equivalently, if the matrices $(\sigma)$ and $(\tau)$ are conjugate matrices.

For $d \geq 1$, let $\ell(d)$ denote the smallest positive integer such that $q^{d\ell(d)} \equiv 1(\text{mod } p)$ (i.e. the image of $q^d$ in $F$ is a primitive $\ell(d)$th root of unity). We record the basic number theoretic fact (cf. [DJ$_2$, Lemma 2.3]):

(2.1a) Let $\sigma \in \overline{\mathbb F}_q^\times$ be a $p$-regular element of degree $d$ over $\mathbb F_q$. There exists a $p$-singular element $\tau \in \overline{\mathbb F}_q^\times$ of degree $e$ over $\mathbb F_q$ with $p$-regular part conjugate to $\sigma$ if and only if $e = d\ell(d)p^r$ for some $r \geq 0$.

For $\sigma \in \overline{\mathbb F}_q^\times$ and $k \geq 1$, let $(\sigma)^k$ denote the block diagonal matrix consisting of $k$ copies of $(\sigma)$ along the diagonal. Every semisimple conjugacy class of $G_n$ can be
represented as a block diagonal matrix

\[ s = \text{diag}((\sigma_1)^{k_1}, \ldots, (\sigma_a)^{k_a}) \quad (2.1.1) \]

for \( \sigma_i \in \bar{\mathbb{F}}_q^\times \) with \( \sigma_i \) not conjugate to \( \sigma_j \) for \( i \neq j \), and integers \( k_1, \ldots, k_a \geq 0 \). We will say \( s \in G_n \) is block-diagonal if it is a semisimple element of the form (2.1.1).

For such an \( s \), we associate the following compositions:

\[ \kappa(s) = (k_1, \ldots, k_a), \quad (2.1.2) \]
\[ \delta(s) = ((d_1)^{k_1}, \ldots, (d_a)^{k_a}) \vdash n, \quad (2.1.3) \]
\[ \pi(s) = (d_1k_1, \ldots, d_ak_a) \vdash n, \quad (2.1.4) \]

where \( d_i \) is the degree of \( \sigma_i \) over \( \mathbb{F}_q \). The centralizer \( C_{G_n}(s) \) is isomorphic to

\[ GL_{k_1}(\mathbb{F}_{q^{d_1}}) \times \cdots \times GL_{k_a}(\mathbb{F}_{q^{d_a}}). \quad (2.1.5) \]

Recalling that the unipotent classes of \( G_n \) are parametrized in a standard way by partitions \( \lambda \vdash n \), we see from (2.1.5) that the unipotent classes of \( C_{G_n}(s) \) are parametrized by multi-partitions \( \lambda = (\lambda_1, \ldots, \lambda_a) \) where \( \lambda_i \vdash k_i \) for \( i = 1, \ldots, a \).

We will write \( \lambda \vdash \kappa(s) \) if \( \lambda \) is such a multi-partition.

Let \( C_{ss} \) be a set of representatives of the semisimple classes of \( G_n \), such that each \( s \in C_{ss} \) is block-diagonal, and let \( C_{ss,p} \) denote the \( p \)-regular elements \( s \in C_{ss} \), that is, the elements of \( C_{ss} \) of order coprime to \( p \). By the Jordan decomposition, the conjugacy classes of \( G_n \) are parametrized by pairs \( (s, \lambda) \) for all \( s \in C_{ss} \) and \( \lambda \vdash \kappa(s) \). Moreover, as \( p \) is coprime to \( q \), the \( p \)-regular conjugacy classes are parametrized by pairs \( (s, \lambda) \) for all \( s \in C_{ss,p} \) and \( \lambda \vdash \kappa(s) \).

We turn next to describing various Levi subgroups of \( G_n \). Let \( G_n = GL_n(\bar{\mathbb{F}}_q) \) denote the corresponding algebraic group and

\[ f_q : G_n \to G_n \quad (2.1.6) \]

be the Frobenius map defined by raising all the entries of a matrix \( g \in G_n \) to the \( q \)th power. Then, the finite general linear group \( G_n \) is precisely the set of \( f_q \)-fixed points in \( G_n \). By a Levi subgroup of \( G_n \), we mean the set of \( f_q \)-fixed points in an \( f_q \)-stable Levi subgroup of \( G_n \). For example, the centralizer \( C_{G_n}(s) \) of (2.1.5) is a Levi subgroup of \( G \) since it is the set of \( f_q \)-fixed points in the Levi subgroup \( C_{G_n}(s) \) of \( G_n \).

Another special case gives us maximal tori: a maximal torus of \( G_n \) is the set of \( f_q \)-fixed points in an \( f_q \)-stable maximal torus of \( G_n \). By Lang’s theorem, the conjugacy classes of maximal tori of \( G_n \) are parametrized by conjugacy classes of the symmetric group \( \Sigma_n \), hence by partitions of \( n \). For \( \lambda \vdash n \), we let \( T_\lambda \) be a representative of the corresponding conjugacy class of maximal tori of \( G_n \), so

\[ T_\lambda \cong GL_1(\mathbb{F}_{q^{l_1}}) \times \cdots \times GL_1(\mathbb{F}_{q^{l_a}}) \quad (2.1.7) \]

if \( \lambda = (l_1, \ldots, l_a) \vdash n \).
Let $G_\nu = G_{n_1} \times \cdots \times G_{n_a}$ (embedded into $G_n$ as block diagonal matrices) denote the standard Levi subgroup of $G_n$ parametrized by the composition $\nu = (n_1, \ldots, n_a) \vdash n$. We write $U_n$ (resp., $U_\nu$) for the subgroup of all upper uni-triangular matrices in $G_n$ (resp., $G_\nu$) and $Y_\nu$ for the unipotent radical of the standard parabolic subgroup of $G_n$ with Levi factor $G_\nu$, so $U_n = U_\nu Y_\nu$ (semi-direct product).

We always henceforth identify the symmetric group $\Sigma_n$ with the subgroup of $G_n$ consisting of all permutation matrices, so that for $\nu \vdash n$, $\Sigma_\nu = \Sigma_n \cap G_\nu$. The following fact follows from (1.1a):

(2.1b) Given $\lambda, \mu \vdash n$, where again $n = kd$, and $w \in D_{\mu, \lambda}$, $G_{d\mu} \cap wG_{d\lambda}$ is a standard Levi subgroup of $G_n$.

Now suppose that $n = kd$ for integers $k, d \geq 1$. There is an embedding of $\Sigma_k$ into $G_n$ as the subgroup of all “$d \times d$-block permutation matrices”, so for example, the basic transposition $(1 \ 2) \in \Sigma_3$ corresponds to the matrix

$$
\begin{pmatrix}
0 & I_d & 0 \\
I_d & 0 & 0 \\
0 & 0 & I_d
\end{pmatrix}
$$

in $G_{3d}$. For $x \in \Sigma_k$, let $\pi_x$ denote the corresponding block permutation matrix in $G_n$. If $\nu = (k_1, \ldots, k_a) \vdash k$, we write $d\nu$ for the composition $(dk_1, \ldots, dk_a) \vdash n$. We will often appeal to the following observation. Although the proof is not immediate, it is a purely combinatorial statement about coset representatives in the symmetric group which we leave as an exercise for the reader, referring to [DJ1, p. 23] for guidance.

(2.1c) Given $\lambda, \mu \vdash k$ and $w \in D_{d\mu,d\lambda}$, $G_{d\mu} \cap wG_{d\lambda}$ contains $G_{(d^k)}$ if and only if $w = \pi_x$ for some $x \in D_{\mu,\lambda}$. In that case, $G_{d\mu} \cap wG_{d\lambda} = G_{d\nu}$ where $\nu \vdash k$ is determined by $G_{\mu} \cap wG_{\lambda} = G_\nu$.

### §2.2 Harish-Chandra induction and restriction

Let $G = G_\nu$ for some $\nu \vdash n$ and $L$ be any standard Levi subgroup of $G$. Let $P$ be the standard parabolic subgroup of $G$ with Levi factor $L$. Let $Y$ denote the unipotent radical of $P$, so that there is a surjection $P \rightarrow L$ with kernel $Y$. We write $\text{infl}_L^P$ for the usual inflation functor from $\text{mod}(FL)$ to $\text{mod}(FP)$ along this surjection, and $\text{inv}_Y$ for the truncation functor from $\text{mod}(FP)$ to $\text{mod}(FL)$ induced by taking $Y$-fixed points. Define the Harish-Chandra induction and restriction functors

$$R_L^G : \text{mod}(FL) \rightarrow \text{mod}(FG) \quad \text{by} \quad R_L^G = \text{ind}_L^G \circ \text{infl}_L^P,$$

$$^*R_L^G : \text{mod}(FG) \rightarrow \text{mod}(FL) \quad \text{by} \quad ^*R_L^G = \text{inv}_Y \circ \text{res}_L^G.$$

It is known (cf. [DDu1, §5], [HL2]) that if some other parabolic subgroup is used in these definitions, one obtains isomorphic functors. However, it is then not immediately obvious that our later definitions (specifically, the modules defined in §3.3)
are independent of this choice. This is indeed the case, as shown in [Ac], but for simplicity, we almost always work with the fixed choice of the standard parabolic in this article.

We record two well-known basic properties of the functors $R^G_L$ and $R^G_L$; the first depends on the assumption that $(p, q) = 1$. See [DF, §1] for proofs.

(2.2a) The functors $R^G_L$ and $R^G_L$ are both exact, and are both left and right adjoint to one another.

(2.2b) Given standard Levi subgroups $L' \leq L \leq G$, the functors $R^G_L \circ R^G_{L'}$ and $R^G_{L'} \circ R^G_L$ (resp., $R^G_L \circ R^G_{L'}$ and $R^G_{L'} \circ R^G_L$) are isomorphic.

We will need the fundamental Mackey decomposition theorem (see e.g. [DF, Theorem 1.14]), which makes sense in view of (2.1b):

(2.2c) Given standard Levi subgroups $G_\mu, G_\lambda$ of $G = G_\nu$ for $\lambda, \mu \models n$, there is an isomorphism of functors

$$R^G_{G_\mu} \circ R^G_{G_\lambda} \cong \bigoplus_{w \in \mathcal{P}_{\mu, \lambda}} R^G_{G_\mu \cap w^{-1} G_\lambda} \circ \text{conj}_w \circ R^G_{G_\lambda \cap w^{-1} G_\mu},$$

where $\text{conj}_w : \text{mod}(G_\lambda \cap w^{-1} G_\mu) \to \text{mod}(G_\mu \cap w G_\lambda)$ denotes the functor induced by conjugation by $w \in G$.

The functors $R^G_L$ and $R^G_L$ can also be defined in the same way as above over the ground ring $\mathcal{O}$ (similarly, over $K$). This gives us functors which we will denote with the same names, namely, $R^G_L : \text{mod}(\mathcal{O}L) \to \text{mod}(\mathcal{O}G)$ and $R^G_L : \text{mod}(\mathcal{O}G) \to \text{mod}(\mathcal{O}L)$. The functors over $\mathcal{O}$ commute with base change, so this notation should not cause confusion:

2.2d. Lemma. (i) For any $\mathcal{O}L$-module $M_\mathcal{O}$, the $FG$-modules $F \otimes_\mathcal{O} (R^G_L M_\mathcal{O})$ and $R^G_L (F \otimes_\mathcal{O} M_\mathcal{O})$ are naturally isomorphic.

(ii) For any $\mathcal{O}G$-module $N_\mathcal{O}$, the $FL$-modules $F \otimes_\mathcal{O} (R^G_L N_\mathcal{O})$ and $R^G_L (F \otimes_\mathcal{O} N_\mathcal{O})$ are naturally isomorphic.

Proof. These results are well-known, but since we could not find a suitable reference we include a proof. First, let $H$ be any group and $A$ (resp. $B$) be a right (resp. left) $\mathcal{O}H$-module. Write $A_F = F \otimes_\mathcal{O} A$ and $B_F = F \otimes_\mathcal{O} B$. Then

$$A_F \cong A \otimes_\mathcal{O} F \cong (A \otimes_{\mathcal{O}H} \mathcal{O}H) \otimes_\mathcal{O} F \cong A \otimes_{\mathcal{O}H} (\mathcal{O}H \otimes_\mathcal{O} F) = A \otimes_{\mathcal{O}H} FH.$$

Similarly, $B_F \cong FH \otimes_{\mathcal{O}H} B$. Now

$$A_F \otimes_{FH} B_F \cong (A \otimes_{\mathcal{O}H} FH) \otimes_{FH} (FH \otimes_{\mathcal{O}H} B) \cong (A \otimes_{\mathcal{O}H} FH) \otimes_{\mathcal{O}H} B \cong (A \otimes_\mathcal{O} F) \otimes_{\mathcal{O}H} B \cong (F \otimes_\mathcal{O} A) \otimes_{\mathcal{O}H} B \cong F \otimes_\mathcal{O} (A \otimes_{\mathcal{O}H} B).$$
Now take $H = L, B = M_O$ and $A = OGe$ where $e$ is the idempotent $\frac{1}{|Y|} \sum_{y \in Y} y$. Then, $R^G_O M_O = A \otimes O H B$, while $R^G_L M_F = A_F \otimes F H B_F$. So (i) follows directly from the general fact just proved. The proof of (ii) is entirely similar, since Harish-Chandra restriction can also be interpreted as tensoring with a certain bimodule.

We also need to know that the basic properties of Harish-Chandra induction and restriction, namely, (2.2a), (2.2b) and (2.2c), are true also over $O$; indeed, the references cited above prove the results over any ground ring in which $q$ is invertible.

In the category $\text{mod}(F G)$, there is a notion of contravariant duality. Let $\tau : G \to G$ denote the anti-automorphism given by matrix transposition. Given a left $F G$-module $V$ let $V^\tau$ denote the left $F G$-module which as an $F$-space is equal to the dual $V^* = \text{Hom}_F(V, F)$, but with action defined by $(g.f)(v) = f(\tau(g)v)$ for $v \in V, g \in G, f \in V^*$. Since $\tau$ leaves conjugacy classes of $G$ invariant, $V$ and $V^\tau$ have the same Brauer character. In particular, if $V$ is an irreducible $F G$-module, then $V \cong V^\tau$ (cf. [J2, (7.27)]). The same remarks apply to the standard Levi subgroup $L$ of $G$, since $\tau$ stabilizes any such subgroup.

2.2e. Lemma. For a left $F L$-module $V$, $R^G_L(V^\tau) \cong (R^G_L V)^\tau$. Similarly, for a left $F G$-module $U$, $R^G_L(U^\tau) \cong (R^G_L U)^\tau$.

Proof. We first prove that the functors $(?)^\tau \circ R^G_L \circ (?)^\tau$ and $R^G_L$ are isomorphic. Let $P$ be the standard parabolic subgroup of $G$ with Levi factor $L$ and unipotent radical $Y$, and let $e = \frac{1}{|Y|} \sum_{u \in Y} u \in F G$. Then, the functor $R^G_L$ is given on objects by left multiplication by the idempotent $e$, and by restriction on morphisms. The corresponding idempotent for the opposite parabolic subgroup $\tau(P)$ of $G$ containing $L$ is $\tau(e)$, and by [DDu1, §5] or [HL2] the functor $R^G_L$ is given on objects by left multiplication by $\tau(e)$ is isomorphic to $R^G_L$. So now it suffices to show that for $V \in \text{mod}(F G)$, the $F L$-modules $\tau(e)V$ and $(eV^\tau)^\tau$ are naturally isomorphic. Identifying $V$ and $V^\tau$, we have the natural isomorphism $(eV^\tau)^\tau \cong V/(eV^\tau)^\circ$ where

$$(eV^\tau)^\circ = \{ v \in V \mid (ef)(v) = 0 \text{ for all } f \in V^\tau \} = \{ v \in V \mid f(\tau(e)v) = 0 \text{ for all } f \in V^\tau \} = (1 - \tau(e))V.$$

We see that $(eV^\tau)^\tau \cong V/((1 - \tau(e))V) \cong \tau(e)V$ as required.

Now to show that the functors $(?)^\tau \circ R^G_L \circ (?)^\tau$ and $R^G_L$ are isomorphic, we note that by what we have proved so far and (2.2a), $R^G_L$ is left adjoint to $(?)^\tau \circ R^G_L \circ (?)^\tau$. So by uniqueness of adjoint functors, it suffices to check that $(?)^\tau \circ R^G_L \circ (?)^\tau$ is also left adjoint to $(?)^\tau \circ R^G_L \circ (?)^\tau$. For any $U \in \text{mod}(F L), V \in \text{mod}(F G)$, we have

$$\text{Hom}_{F G}((R^G_L(U^\tau))^\tau, V) \cong \text{Hom}_{F G}(V^\tau, R^G_L(U^\tau)) \cong \text{Hom}_{F L}(R^G_L(V^\tau), U^\tau) \cong \text{Hom}_{F L}(U, (R^G_L(V^\tau))^\tau)$$

as required for adjointness. □
2.2f. **Corollary.** Given any irreducible left $FL$-module $M$, the $FG$-module $R^G_L M$ is isomorphic to $(R^G_L M)^\tau$.

**Proof.** We have observed that $M \cong M^\tau$. So, $R^G_L M \cong R^G_L (M^\tau) \cong (R^G_L M)^\tau$ by the lemma. \qed

### 2.3. Characters and Deligne-Lusztig operators

Let $G = G_n$ and write $\mathbb{Q}_p$ for the $p$-adic field with algebraic closure $\overline{\mathbb{Q}}_p$. We write $X(G)$ for the character ring of $G$ over $\overline{\mathbb{Q}}_p$, and similarly for any Levi subgroup of $G$. The irreducible characters in $X(G)$ were originally constructed by Green [G1].

We will adopt for brevity the point of view of Fong and Srinivasan [FS], where Green’s results are reformulated in terms of the Deligne-Lusztig theory; see also [LS], [DM1] and [DM2, §15.4] for this point of view. The very elegant approach of [Z] (which contains many but not all of the results we need) might also serve as a useful introduction.

The parametrization of irreducibles described in [FS, §1] depends on first fixing an embedding $\mathbb{F}_q^\times \hookrightarrow \overline{\mathbb{Q}}_p^\times$, as well as on the choice of parametrization of the irreducible characters of the symmetric groups by partitions reviewed in §1.1. Having made these choices, we obtain an irreducible character $\chi_{s, \lambda} \in X(G)$ for each block-diagonal element $s \in G$ and each $\lambda \vdash \kappa(s)$. The irreducible characters in $X(G)$ are the characters \{\chi_{s, \lambda} \mid s \in \mathcal{C}_{ss}, \lambda \vdash \kappa(s)\}.

We say a little more about the construction of $\chi_{s, \lambda}$. For a Levi subgroup $L$ of $G$, $R^G_L : X(L) \to X(G)$ now denotes the Deligne-Lusztig operator as introduced in [DL, L1]. Note we are abusing notation somewhat here: strictly speaking we should denote the operator $R^G_L$ by $R^G_{GL}$, where $GL_n(\mathbb{F}_q)$ is a Levi subgroup of $G$ stable under the Frobenius map $f_q$ of (2.1.6), with the Levi subgroup $L$ of $G$ equal to the set of $f_q$-fixed points in $L$.

If $L$ happens to be a standard Levi subgroup of $G$, we also have operators $R^G_L : X(L) \to X(G)$ and $^*R^G_L : X(G) \to X(L)$ induced by the Harish-Chandra induction and restriction functors of §2.2 over $\overline{\mathbb{Q}}_p$. It is known that the Harish-Chandra operator $R^G_L$ coincides with the Deligne-Lusztig operator in this special case that $L$ is standard.

Recall that for $\mu \vdash n$, $T_\mu$ denotes a representative of the corresponding conjugacy class of maximal tori of $G_n$, as in (2.1.7). Also, as in Lemma 1.3f, we write $c_\mu$ for the number of elements of $\Sigma_n$ of cycle-type $\mu$. For $\lambda \vdash n$, the class function

$$\chi_{\lambda} = \frac{1}{n!} \sum_{\mu \vdash n} c_\mu \phi_\lambda(\mu) R^G_T_{\mu^T}(1)$$

(2.3.1)

is an irreducible unipotent character of $G$. The formula (2.3.1) (which is [FS, (1.13)])) can be inverted to give the formula [FS, (1.14)]:

$$R^G_T_{\mu^T}(1) = \sum_{\lambda \vdash n} \phi_\lambda(\mu) \chi_{\lambda}.$$

(2.3.2)
For $\lambda = (l_1, \ldots, l_a)$ with transpose $\lambda' = (l'_1, \ldots, l'_b)$, set

$$m(\lambda) = \sum_{j=1}^b (l'_j)^2 - \sum_{i=1}^a il_i.$$ 

The degree of the unipotent character $\chi_\lambda$ is given by [FS, (1.15)]:

$$\chi_\lambda(1) = q^{m(\lambda)}(q^n - 1)(q^{n-1} - 1) \cdots (q - 1) \prod_h(q^h - 1)$$

(2.3.3)

where $h$ runs over the hook lengths of $\lambda$.

Suppose now in general that $s \in G$ is a block-diagonal element of the form (2.1.1). The choice of embedding $\mathbb{F}_q^* \hookrightarrow \mathbb{Q}_p^*$ allows us to associate to $s$ a linear character $\hat{s} \in X(C_G(s))$, as in [FS, (1.16)]. Recalling the structure of $C_G(s)$ from (2.1.5), we have for each $\lambda = (\lambda_1, \ldots, \lambda_a)$ the irreducible unipotent character $\chi_{\lambda_i} \in X(GL_{k_i}(q^{d_i}))$, $i = 1, \ldots, a$. Define the sign $\varepsilon_s$ by

$$\varepsilon_s = (-1)^{n+k_1+\cdots+k_a}.$$  

(2.3.4)

Then,

$$\chi_{s,\lambda} = \varepsilon_s R_{G(s)}^G(\hat{s}, \chi_{\lambda_1} \cdots \chi_{\lambda_a})$$

(2.3.5)

is precisely the irreducible character of $G$ parametrized by the pair $(s, \lambda)$.

Using [FS, (1.3)] (cf. [DM1, 3.10]), we see that the degree of $\chi_{s,\lambda}$ can be computed from (2.3.3) by the formula:

$$\chi_{s,\lambda}(1) = |G : C_G(s)|q^{m(\lambda)}(q^n - 1)(q^{n-1} - 1) \cdots (q - 1) \prod_h(q^h - 1)$$

(2.3.6)

where for an integer $N$, $Nq'$ denotes its largest divisor coprime to $q$. We repeat: in calculating the degree $\chi_{\lambda_i}(1)$ using (2.3.3) $q$ needs to be replaced by $q^{d_i}$, since $\chi_{\lambda_i} \in X(GL_{k_i}(q^{d_i}))$ not $X(GL_n(q))$ as there.

The following property, proved in [FS, p. 140], is of great importance to the modular theory:

(2.3a) Let $t = sy$ be a block-diagonal element of $G$ with $p$-regular part $s$. For any $\lambda = (\lambda_1, \ldots, \lambda_b) \vdash \kappa(t)$, the generalized characters $R_{G(t)}^G(\hat{t}, \chi_{\lambda_1} \cdots \chi_{\lambda_b})$ and $R_{G(s)}^G(\hat{s}, R_{C_G(t)}^{C_G(s)}(\chi_{\lambda_1} \cdots \chi_{\lambda_b}))$ agree on all $p$-regular conjugacy classes of $G$.

As our first application of (2.3a), we have:

2.3b. Lemma. With $t = sy$ and $\lambda$ as in (2.3a), the Brauer character obtained by restricting the character $\chi_{t,\lambda}$ to the $p$-regular classes of $G$ can be written as a $\mathbb{Z}$-linear combination of the restrictions of the characters $\{\chi_{s,\mu} \mid \mu \vdash \kappa(s)\}$ to $p$-regular classes.
Proof. Using (2.3a), we just need to observe that all of the irreducible constituents of $R_{C_G(t)}^{C_G(s)}(\chi_{\lambda_1} \cdots \chi_{\lambda_n})$ are unipotent characters of $C_G(s)$. Let $T$ be a maximal split torus of $C_G(t)$. Then, $\chi_{\lambda_1} \cdots \chi_{\lambda_n}$ is a constituent of $R_T^{C_G(t)}(1)$. So it suffices by transitivity of Deligne-Lusztig operators to observe that all constituents of $R_T^{C_G(s)}(1)$ are unipotent characters of $C_G(s)$, which follows by (2.3.2) (noting that $T$ is also a maximal torus of $C_G(s)$). □

Now fix $\sigma \in \bar{F}_q^\times$ of degree $d$ over $F_q$ and suppose that $n = kd$ for some $k \geq 1$. Abbreviate $\chi_{\lambda, \lambda}$ in the special case $s = (\sigma)^k$ by $\chi_{\sigma, \lambda}$, where $\lambda = (\lambda)$ for $\lambda \vdash k$. Recall again that $c_\lambda$ denotes the number of elements of $\Sigma_k$ of cycle-type $\lambda$. The second fundamental consequence of (2.3a) (cf. Lemma 1.3f and [DJ2, Lemma 3.2]) is as follows:

2.3c. Lemma. Let $\tau \in \bar{F}_q^\times$ be of degree $e = nd$ over $F_q$, with $p$-regular part conjugate to $\sigma$. Then, for all $l \geq 1$, $k = ml$ and $n = kd = le$, the character $\chi_{\tau, (l)}$ agrees with the generalized character

$$\frac{(-1)^{k+l}}{l!} \sum_{\lambda \vdash l} \sum_{\mu \vdash k} c_\lambda \phi_{\mu}(m\lambda) \chi_{\sigma, \mu}$$

on all $p$-regular classes of $G_n$.

Proof. Let $t = (\tau)^l$ and $s = (\sigma)^k$, so that $C_G(t) \cong GL_l(q^e)$ and $C_G(s) \cong GL_k(q^d)$. By definition, $R_{C_G(t)}^{C_G(s)}(\tau, \chi_{(l)}) = (-1)^{n+l} \chi_{\tau, (l)}$ and $R_{C_G(s)}^{C_G(s)}(\hat{s} \cdot \chi_{(l)}) = (-1)^{n+k} \chi_{\sigma, \mu}$ for any $\mu \vdash k$. So applying (2.3a), it suffices to show that

$$R_{C_G(t)}^{C_G(s)}(\chi_{(l)}) = \frac{1}{l!} \sum_{\lambda \vdash l} \sum_{\mu \vdash k} c_\lambda \phi_{\mu}(m\lambda) \chi_{\mu}.$$ 

Now, $\phi_{(l)}$ is the trivial character of the symmetric group, so by (2.3.1), we can write the unipotent character $\chi_{(l)}$ of $C_G(t) \cong GL_l(q^e)$ as

$$\chi_{(l)} = \frac{1}{l!} \sum_{\lambda \vdash l} c_\lambda R_{T_\lambda}^{C_G(t)}(1)$$

where $T_\lambda \leq C_G(t)$ is a maximal torus isomorphic to $GL_{l_1}(q^{e_{l_1}}) \times \cdots \times GL_{l_r}(q^{e_{l_r}})$ for $\lambda = (l_1, \ldots, l_r) \vdash l$. Observe that $T_\lambda$ is also a maximal torus of $C_G(s)$; we should then denote it instead by $T_{m\lambda} \leq C_G(s)$. Now, using transitivity of the Deligne-Lusztig operators, we deduce from (2.3.2) that

$$R_{C_G(t)}^{C_G(s)}(\chi_{(l)}) = \frac{1}{l!} \sum_{\lambda \vdash l} c_\lambda R_{T_{m\lambda}}^{C_G(t)}(1) = \frac{1}{l!} \sum_{\lambda \vdash l} \sum_{\mu \vdash k} c_\lambda \phi_{\mu}(m\lambda) \chi_{\mu}$$

as required to complete the proof. □

By transitivity of Deligne-Lusztig induction, we see immediately from the definition (2.3.5) that:
(2.3d) Suppose that $s$ and $t$ are block-diagonal element of $G_n$ with $C_{G_n}(t) \subseteq C_{G_n}(s)$. For $\Delta = (\lambda_1, \ldots, \lambda_n) \vdash \kappa(t)$, $\chi_{t,\Delta} = R_{G_{\kappa(s)}}^G\chi_{t,\Delta}^{Levi}$ where $\chi_{t,\Delta}^{Levi}$ denotes the irreducible character $\varepsilon_t R_{G_{\kappa(s)}}^G(t,\chi_{\lambda_1} \cdots \chi_{\lambda_n})$ of $G_{\kappa(s)}$.

As a special case of this (taking $s = t$), we see that an arbitrary irreducible character $\chi_{t,\Delta}$ can easily be expressed in terms of the $\chi_{\sigma,\lambda}$'s:

(2.3e) For a block-diagonal $s \in G_n$ of the form (2.1.1) and $\Delta = (\lambda_1, \ldots, \lambda_n) \vdash \kappa(s)$, $\chi_{s,\Delta} = R_{G_{\kappa(s)}}^G(\chi_{\sigma_1,\lambda_1} \cdots \chi_{\sigma_n,\lambda_n})$.

In view of (2.3e), it will simplify notation in what follows to always restrict our attention initially to characters of the form $\chi_{\sigma,\lambda}$. Now that we have this notation in place, we will not need to use the Deligne-Lusztig operators again.

We record the following formula for the degree of $\chi_{\sigma,\lambda}$, which follows easily from (2.3.3) and (2.3.6):

$$\chi_{\sigma,\lambda}(1) = \frac{q^{d_{\nu}(\lambda)}(q^n - 1)(q^{n-1} - 1) \ldots (q - 1)}{\prod_h (q^{dh} - 1)}$$

(2.3.7) where $h$ runs over the hook lengths of $\lambda$. We will also use the following inner product formula which is a special case of [FS, (1B), (1C)]:

(2.3f) Fix $\nu = (k_1, \ldots, k_a) \vdash k$ and a multi-partition $\Delta = (\lambda_1, \ldots, \lambda_n) \vdash \nu$. Then, every irreducible constituent of $R_{G_{\kappa(s)}}^G\chi_{\sigma,\lambda_1} \cdots \chi_{\sigma,\lambda_n}$ is of the form $\chi_{\sigma,\mu}$ for $\mu \vdash k$. Moreover, given $\mu \vdash k$,

$$(\chi_{\sigma,\mu}, R_{G_{\kappa(s)}}^G\chi_{\sigma,\lambda_1} \cdots \chi_{\sigma,\lambda_n}) = (\phi_{\mu}, \text{ind}_{\sum_k \phi_{\lambda_1} \cdots \phi_{\lambda_n}})$$

where the inner products are the usual ones on $X(G_n)$ and $X(\Sigma_k)$ respectively.

### 2.4. Cuspidal representations and blocks

If $G$ is a standard Levi subgroup of $G_n$, a cuspidal $FG$-module is an $FG$-module $M$ with the property that $^*R_{FG}^GM = 0$ for all standard Levi subgroups $L < G$. Similarly, a cuspidal character $\chi \in X(G)$ is a character with the property that $^*R_{FG}^G\chi = 0$ for all standard Levi subgroups $L < G$.

The irreducible cuspidal characters of $G_n$ are precisely the $\chi_{\sigma,\nu}$ for $\sigma \in \mathbb{P}_q^\times$ of degree $n$ over $\mathbb{F}_q$. We will write simply $\chi_{\sigma}$ for the cuspidal character $\chi_{\sigma,\nu}$ for such $\sigma$. We fix a $KG_n$-module $M(\sigma)_K$ affording the character $\chi_{\sigma}$, for each $\sigma$. Choose an $O$-free $OG_n$-module $M(\sigma)_O$ such that $M(\sigma)_K \cong K \otimes_\mathbb{O} M(\sigma)_O$, and set $M(\sigma) = M(\sigma)_F = F \otimes_\mathbb{O} M(\sigma)_O$. Since Harish-Chandra restriction commutes with base change, $M(\sigma)$ is a cuspidal $FG_n$-module. We will later see (cf. Lemma 2.5f and Theorem 4.3b) that $M(\sigma)$ is actually an irreducible $FG_n$-module, so that its
definition does not depend on the particular choice of the $O$-lattice $M(\sigma)_O$, but this is not yet clear. We just note for now that by (2.3f),
\[
\dim M(\sigma) = (q - 1)(q^2 - 1) \ldots (q^{d-1} - 1),
\]
interpreted as 1 if $d = 1$.

Now let $R$ be one of the rings $F, K$ or $O$. For $\sigma \in \mathbb{P}_q^\times$ of degree $d$ over $\mathbb{F}_q$ and $n = kd$, the module $M(\sigma)_R \boxtimes \cdots \boxtimes M(\sigma)_R$, that is, the outer tensor product of $k$ copies of $M(\sigma)_R$, is a cuspidal $RG(d^k)$-module. We define
\[
M^k(\sigma)_R = R_{G_{d^k}}^{G_n} M(\sigma)_R \boxtimes \cdots \boxtimes M(\sigma)_R.
\]

Since Harish-Chandra induction commutes with base change, $M^k(\sigma)_O$ is an $O$-lattice in $M^k(\sigma)_K$, and $M^k(\sigma) := M^k(\sigma)_F \cong F \otimes_O M^k(\sigma)_O$.

Observe that $M^k(\sigma)_K$ is a module affording the character $R_{G_{d^k}}^{G_n} \chi_\sigma \ldots \chi_\sigma$ ($k$ times). So according to (2.3f), the irreducible constituents of $M^k(\sigma)_K$ have characters among $\{\chi_{\sigma,\lambda} | \lambda \vdash k\}$. Moreover, by (2.3f) again, $(\chi_{\sigma,\lambda}, R_{G_{d^k}}^{G_n} \chi_\sigma \ldots \chi_\sigma) = \phi_\lambda(1)$.

Since the only one dimensional characters of the symmetric group are the trivial and sign characters $\phi(k)$ and $\phi(1^k)$ respectively, we deduce:

\begin{equation}
\text{(2.4a)} \quad \text{The irreducible constituents of } M^k(\sigma)_K \text{ have characters } \{\chi_{\sigma,\lambda} | \lambda \vdash k\}, \text{ and the only constituents appearing with multiplicity one are those with characters } \chi_{\sigma,(k)} \text{ and } \chi_{\sigma,(1^k)}.
\end{equation}

More generally, for a block-diagonal element $s$ as in (2.1.1), set
\[
M(s)_R = R_{G_{\delta(s)}}^{G_n} M^{k_1}(\sigma_1)_R \boxtimes \cdots \boxtimes M^{k_a}(\sigma_a)_R
\]
and write simply $M(s)$ for $M(s)_F$. By transitivity of Harish-Chandra induction, $M(s)_R$ is precisely the $RG_n$-module Harish-Chandra induced from the cuspidal $RG_{\delta(s)}$-module
\[
\underbrace{M(\sigma_1)_R \boxtimes \cdots \boxtimes M(\sigma_1)_R}^{k_1 \text{ times}} \boxtimes \underbrace{M(\sigma_a)_R \boxtimes \cdots \boxtimes M(\sigma_a)_R}^{k_a \text{ times}}.
\]

Applying (2.4a) and (2.3e), we see immediately that the irreducible constituents of $M(s)_K$ in characteristic 0 correspond to the irreducible characters $\{\chi_{s,\lambda} | \lambda \vdash \kappa(s)\}$. These irreducible constituents for fixed $s$ constitute the geometric conjugacy class of irreducible $KG_n$-modules corresponding to $s$.

Now we can state a fundamental result from block theory, which follows as a consequence of the classification of blocks obtained by Fong and Srinavasan [FS]. It also has a short direct proof, valid for arbitrary type and independent of the full block classification of loc. cit., due to Broué and Michel [BM].
(2.4b) Suppose \(s\) and \(t\) are block-diagonal elements of \(G_n\) such that the \(p\)-regular parts of \(s\) and \(t\) are not conjugate in \(G_n\). Then, the irreducible characters \(\chi_{s,\lambda}\) and \(\chi_{t,\mu}\) belong to different \(p\)-blocks, for all \(\lambda \vdash \kappa(s), \mu \vdash \kappa(t)\).

Let \(s\) be a \(p\)-regular block-diagonal element of \(G_n\). By (2.4b), we can find a central idempotent \(e_s \in \mathcal{O}G_n\) such that \(e_s\) acts as the identity on \(M(t) K\) for all block-diagonal \(t \in G_n\) with \(p\)-regular part conjugate to \(s\) and as zero on \(M(t) K\) for all other block-diagonal \(t \in G_n\). The set \(\{e_s \mid s \in C_{ss,p}'\}\) is a set of mutually orthogonal central idempotents in \(\mathcal{O}G_n\) summing to the identity. For \(R = K, F\) or \(O\), let \(B_{s,R}\) be the union of blocks of \(RG_n\) corresponding to the central idempotent \(e_s\), and write simply \(B_s\) for the algebra \(B_{s,F}\). So, the set

\[
\bigcup_t \{\chi_{t,\lambda} \mid \lambda \vdash \kappa(t)\}, \tag{2.4.5}
\]

as \(t\) runs over all elements of \(C_{ss}\) with \(p\)-regular part conjugate to \(s\), gives a complete set of non-isomorphic irreducible characters belonging to the block \(B_{s,K}\). Then,

\[
RG_n = \bigoplus_{s \in C_{ss,p}'} B_{s,R} \tag{2.4.6}
\]

is a decomposition of the group algebra as a direct sum of two-sided ideals. Let \(\text{Par}_k\) denote the number of partitions of \(k\), and more generally for a composition \(\kappa = (k_1, \ldots, k_a)\) write \(\text{Par}_\kappa\) for the number of multi-partitions of \(\kappa\), so \(\text{Par}_\kappa = \text{Par}_{k_1} \cdots \text{Par}_{k_a}\). We have (see also [GH, §3]):

2.4c. Lemma. For a \(p\)-regular block-diagonal \(s \in G_n\), the \(F\)-algebra \(B_s\) has precisely \(\text{Par}_{\kappa(s)}\) non-isomorphic irreducible modules, all of which appear as constituents of \(M(s)\). In particular, for a \(p\)-regular \(\sigma \in \overline{F}_q^\times\), \(M^k(\sigma)\) has precisely \(\text{Par}_k\) non-isomorphic composition factors.

Proof. We may assume that \(s \in C_{ss,p}'\). Using (2.4.5), the ring of Brauer characters of \(B_s\) is spanned by the restrictions to \(p\)-regular classes of the characters \(\bigcup_t \{\chi_{t,\lambda} \mid \lambda \vdash \kappa(t)\}\) as \(t\) runs over all elements of \(C_{ss}\) with \(p\)-regular part conjugate to \(s\).

Given this, Lemma 2.3b implies in fact that the ring of Brauer characters of \(B_s\) is spanned just by the restrictions of the \(\{\chi_{s,\mu} \mid \mu \vdash \kappa(s)\}\). Hence, the algebra \(B_s\) has at most \(\text{Par}_{\kappa(s)}\) distinct irreducibles, for all \(s \in C_{ss,p}'\). The total number of irreducible \(FG_n\)-modules is equal to the number of \(p\)-regular conjugacy classes, so now (2.4.6) and an elementary counting argument shows that in fact \(B_s\) has precisely \(\text{Par}_{\kappa(s)}\) distinct irreducibles.

We have now shown that the Brauer characters obtained by restricting \(\{\chi_{s,\lambda} \mid \lambda \vdash \kappa(s)\}\) to \(p\)-regular classes give a basis for the ring of Brauer characters of \(B_s\). Since each \(\chi_{s,\lambda}\) appears as a constituent of \(M(s) K\), it follows that all of the \(\text{Par}_{\kappa(s)}\) distinct irreducible \(B_s\)-modules definitely appear as composition factors of \(M(s)\). \(\square\)
We will also need to consider blocks of Levi subgroups of $G_n$ in one special case. So fix now a $p$-regular block-diagonal element $s \in G_n$, suppose that $\pi(s) = (n_1, \ldots, n_a) \vdash n$ is defined as in (2.1.4), and write $s = s_1 \ldots s_a$ with $s_i$ lying in the factor $G_{n_i}$ of $G_{\pi(s)}$. For $R = F, K$ or $O$, define $B_{s,R}^{\text{Levi}}$ to be the block $B_{s_1,R} \otimes \cdots \otimes B_{s_a,R}$ of $RG_{\pi(s)} \cong RG_{n_1} \otimes \cdots \otimes RG_{n_a}$.

2.4d. Lemma. With notation as above, the Harish-Chandra operator $R_{G_{\pi(s)}}^G$ gives a bijection between the set of irreducible characters of $B_{s,K}^{\text{Levi}}$ and the set of irreducible characters of $B_{s,K}$.

Proof. If $t$ is a block-diagonal element of $G_n$ with $p$-regular part $s$, we observe that $C_{G_n}(t) \subseteq C_{G_n}(s) \subseteq G_{\pi(s)}$. For $\lambda = (\lambda_1, \ldots, \lambda_a) \vdash \kappa(t)$, let $\chi_{t,\lambda}^{\text{Levi}}$ denote the irreducible character $\varepsilon_t R_{G_{\pi(s)}}^G(i, \chi_{\lambda_1}, \ldots, \chi_{\lambda_a})$ of $G_{\pi(s)}$ as in (2.3d). Then, the irreducible characters of $B_{s,K}$ (resp. $B_{s,K}^{\text{Levi}}$) are precisely the characters $\chi_{t,\lambda}^{\text{Levi}}$ (resp. $\chi_{t,\lambda}^{\text{Levi}}$) for all $\lambda \vdash \kappa(t)$, as $t$ runs over a set of representatives of the block-diagonal elements $t \in G_n$ with $p$-regular part equal to $s$. So the lemma follows directly from (2.3d). □

2.4e. Theorem. With notation as above and $R = F, K$ or $O$, the Harish-Chandra induction functor $R_{G_{\pi(s)}}^G$ induces a Morita equivalence between $B_{s,R}^{\text{Levi}}$ and $B_{s,R}$.

Proof. We just need to prove this in the case $R = O$, the other cases following immediately from this since Harish-Chandra induction commutes with base change. Let us first observe that $R_{G_{\pi(s)}}^G$ does indeed restrict to a well-defined functor from $B_{s,K}^{\text{Levi}}$ to $B_{s,O}$. Thanks to Lemma 2.4d, it certainly sends torsion free $B_{s,K}^{\text{Levi}}$-modules to $B_{s,O}$-modules. But an arbitrary $B_{s,O}$-module $M$ is a quotient of a projective, which is torsion free, so by exactness, $R_{G_{\pi(s)}}^G M$ is a quotient of a $B_{s,O}$-module, hence itself a $B_{s,O}$-module.

Now let $G = G_n$ and $L = G_{\pi(s)}$. Denote the standard parabolic subgroup of $G$ with Levi factor $L$ by $P$. Let $X$ be a projective generator for mod($B_{s,O}^{\text{Levi}}$) and set $Y = R_{L}^{G}(X) = OG \otimes_{O_P} X$. We will also write $KX = K \otimes_{O} X$, $KY = K \otimes_{O} Y$ and identify $KY$ with $R_{L}^{G}(KX) = KG \otimes_{K_P} KX$. In view of the previous paragraph and (2.2a), $Y$ is a projective $B_{s,O}$-module.

Writing endomorphisms on the right, consider the endomorphism algebras

$$E^{\text{Levi}} = \text{End}_{B_{s,O}^{\text{Levi}}}(X), \quad E = \text{End}_{B_{s,O}}(Y).$$

The functor $R_{L}^{G}$ determines an algebra homomorphism $\theta : E^{\text{Levi}} \to E$, which is clearly injective. We claim that $\theta$ is surjective, hence an isomorphism. Applying Lemma 2.4d, every irreducible constituent of $KX$ is mapped to an irreducible constituent of $KY$ and multiplicities are preserved. Consequently, comparing dimensions, $R_{L}^{G}$ certainly induces an algebra isomorphism from $\text{End}_{KL}(KX)$
to End$_{KG}(KY)$. In particular, every $KG$-endomorphism of $KY$ preserves the $(KP$-direct) summand $1 \otimes_{KP} KX$ of $KY = KG \otimes_{KP} KX$. We conclude that every $OG$-endomorphism of $Y = R^G_L(X)$ also preserves the direct summand $1 \otimes_{OP} X$ of $Y$, since it preserves $Y$ and the space $1 \otimes_{KP} KX$ when extended to an endomorphism of $KY$. In other words, every $OG$-endomorphism of $Y$ is induced by an $OL$-endomorphism of $X$, that is, $\theta$ is surjective as claimed.

As a consequence, there is a one-to-one correspondence between the primitive idempotents in the endomorphism algebras $E^{Levi}$ and $E$. We deduce that $R^G_L$ takes projective indecomposable summands of $X$ to projective indecomposable summands of $Y$, and preserves distinct isomorphism types. Applying Lemma 2.4c, the algebras $B_{s,F}^{Levi}$ and $B_{s,F}$ have the same number of non-isomorphic irreducibles, so $B_{s,O}^{Levi}$ and $B_{s,O}$ have the same number of non-isomorphic projective indecomposables. So since $X$ was a projective generator, $Y$ must also be a projective generator for mod($B_{s,O}$).

So now the fact that the endomorphism algebras $E^{Levi}$ and $E$ are isomorphic proved in the previous paragraph means that the algebras $B_{s,O}^{Levi}$ and $B_{s,O}$ are Morita equivalent.

It remains to check that the functor $R^G_L$ itself gives the Morita equivalence. For this, we will identifying $E^{Levi}$ and $E$ via the isomorphism $\theta$. Then, we can regard $X$ (resp. $Y$) as a $(B_{s,O}^{Levi}, E)$-bimodule (resp. a $(B_{s,O}, E)$-bimodule). We have a diagram of functors:

$$
\begin{array}{ccc}
\text{mod}(B_{s,O}^{Levi}) & \xrightarrow{R^G_L} & \text{mod}(B_{s,O}) \\
\text{mod}(E) \uparrow & & \downarrow \text{mod}(E) \\
X \otimes_E ? & \rightarrow & Y \otimes_E ?
\end{array}
$$

where the vertical functors are Morita equivalences since $X$ and $Y$ are projective generators. Moreover, the diagram commutes, that is, the functors $R^G_L \circ (X \otimes_E ?)$ and $(R^G_L Y) \otimes_E ?$ are isomorphic, which follows directly by associativity of tensor product. So the top functor, $R^G_L$, is also a Morita equivalence.

Theorem 2.4e plays the role of (2.3e) in the modular theory: it allows us almost all of the time to restrict our attention to studying the blocks of $B_{s,R}$ with $s$ of the form $(\sigma)^k$ for $p$-regular $\sigma \in \bar{F}_q^\times$, rather than the more general $B_{s,R}$ for arbitrary $s \in C_{ss,p'}$. The following notation will be convenient: given $p$-regular $\sigma \in \bar{F}_q^\times$ and $k \geq 1$, let $B_{\sigma,k,R}$ denote the algebra $B_{s,R}$ in the special case that $s = (\sigma)^k$. Write simply $B_{\sigma,k}$ for $B_{\sigma,k,F}$. We remark at this point that as a special case of a conjecture of Broué [B, p. 61], it is expected that the algebra $B_{\sigma,k,O}$ is Morita equivalent to the ‘unipotent block’ $B_{1,O}$ of $GL_k(\bar{F}_q^d)$, where $d$ is the degree of $\sigma$ over $\bar{F}_q$.

### 2.5. Howlett-Lehrer theory and the Gelfand-Graev representation

Suppose now that $\sigma \in \bar{F}_q^\times$ is of degree $d$ over $\bar{F}_q$ and that $n = kd$ for some $k \geq 1$. Let $R$ denote one of the rings $F,K$ or $O$ throughout the section. Recalling the definition of the Hecke algebra from §1.1, we let $H_{k,R} = H_{R,K}(\Sigma_k)$. Applying (1.1.1), we may identify $H_{k,F}$ (resp. $H_{k,K}$) with the algebra $\bar{F} \otimes_O H_{k,O}$ (resp.
For each $w$ for each $w$

special case of the theory of Howlett and Lehrer \([HL_1]\).

Write $N_R = M(\sigma)_R \otimes \cdots \otimes M(\sigma)_R$ (k times) and $M_R = M^k(\sigma)_R = R_{G(\mathfrak{d}_k)}^G N_R$ for short. We identify $M_R$ with $RG_n \otimes_{RP} N_R$, where $P$ is the standard parabolic subgroup of $G_n$ with Levi factor $G_{(d_k)}$ and unipotent radical $Y_{(d_k)}$. Let $f$ denote the idempotent

$$f = \frac{1}{|Y_{(d_k)}|} \sum_{u \in Y_{(d_k)}} u \in RP$$

so that $R_{G(\mathfrak{d}_k)}^G M_R = f M_R$. Finally, recall the embedding $\pi : \Sigma_k \to G_n$ as $d \times d$-block permutation matrices, from \(\S 2.1\).

2.5a. **Lemma.** $f M_R = \bigoplus_{x \in \Sigma_k} f \pi_x \otimes N_R$

**Proof.** One argues using the Bruhat decomposition as in [D_1, Lemma 3.4] to show that the sum

$$\sum_{x \in \Sigma_k} f \pi_x \otimes N_R \subseteq f M_R$$

is direct and has a complement in $f M_R$ as an $R$-module. It then just remains to check that the $R$-rank of $f M_R$ is $k! (\text{rank} N_R)$. But by the Mackey decomposition, writing $L = G_{(d_k)}$,

$$f M_R = R_{\mathcal{L} \cap \mathcal{W}_L}^L \circ \text{conj}_w \circ R_{\mathcal{L} \cap \mathcal{W}_L}^L (N_R).$$

Since $N_R$ is a cuspidal $RL$-module, the summand corresponding to $w$ is zero unless $L \cap \mathcal{W}_L = L$, in which case according to (2.1c) $w = \pi_x$ for $x \in \Sigma_k$. So, $f M_R \cong \bigoplus_{x \in \Sigma_k} \text{conj}_{\pi_x}(N_R)$ which has the required $R$-rank. \(\Box\)

Notice that each summand $f \pi_w \otimes N_R$ appearing in the lemma is an $RG_{(d_k)}$-submodule of $f M_R$. Moreover, given $w \in \Sigma_k$, there is an isomorphism of $RG_{(d_k)}$-modules $A_w : N_R \to f \pi_w \otimes N_R$, such that

$$v_1 \otimes \cdots \otimes v_k \mapsto f \pi_w \otimes v_{w1} \otimes \cdots \otimes v_{wk}$$

for all $v_1, \ldots, v_k \in M(\sigma)_R$. Identifying $R_{G(\mathfrak{d}_k)}^G M_R$ with $\bigoplus_{x \in \Sigma_k} f \pi_x \otimes N_R$ according to Lemma 2.5a, we extend the range of $A_w$ to obtain an $RG_{(d_k)}$-module monomorphism

$$A_w : N_R \to R_{G(\mathfrak{d}_k)}^G M_R,$$  \hspace{1cm} (2.5.1)

for each $w \in \Sigma_k$. Clearly, the maps $\{A_w \mid w \in \Sigma_k\}$ are linearly independent. Now for each $w \in \Sigma_k$, let

$$B_w : M_R \to M_R$$
be the \( RG_n \)-module homomorphism induced by \( A_w \) under the isomorphism

\[
\text{Hom}_{RG_n}(N_R, \ast P_{G_n}^{G_n} M_R) \cong \text{Hom}_{RG_n}(M_R, M_R)
\]

arising from adjointness (2.2a). So, we have constructed \( k! \) linearly independent \( RG_n \)-endomorphisms of \( M_R \), namely,

\[
\{ B_w | w \in \Sigma_k \}.
\]

The Howlett-Lehrer theory \([HL1]\) in our special case (see \([D1, \text{Lemma 3.5}]\) and \([J2, \text{Theorem 4.12}]\)) computes relations between the \( B_w \) (observe that knowing a relation over \( K \) implies the relation over \( O \), hence over \( F \)) to show:

\[
(2.5b) \quad \text{There is an algebra embedding} \quad \theta : H_{k, R} \hookrightarrow \text{End}_{RG_n}(M_R) \quad \text{(writing endomorphisms on the right)}
\]

with \( \theta(T_w) = ((-1)^{o(\sigma)+1} q^{\frac{1}{2}(d+1)} \ell(w) B_w) \) for all \( w \in \Sigma_k \), where \( o(\sigma) \) is the order of \( \sigma \in \bar{F} \times q \). In the case \( R = K \), \( \theta \) is an isomorphism.

Later on we will show that \( \theta \) is an isomorphism for \( R = F, O \) too, but we cannot prove this yet. In view of (2.5b), we will henceforth always regard \( M_k(\sigma)_R \) as \((RG_n, H_{k, R})\)-bimodule; it is clear from (2.5b) that the bimodule structure is compatible with base change.

Next, we focus on the case \( R = K \). Then, \( M^k(\sigma)_K \) is a completely reducible \( KG_n \)-module and its endomorphism algebra

\[
H_{k, K} \cong \text{End}_{KG_n}(M^k(\sigma)_K)
\]

is semisimple. Fitting’s lemma gives a bijection between the irreducible \( KG_n \)-modules appearing as constituents of \( M^k(\sigma)_K \) and the irreducible \( H_{k, K} \)-modules. We are interested here in the constituents of \( M^k(\sigma)_K \) corresponding to the trivial representation \( \mathcal{I}_{H_{k, K}} \) and the sign representation \( \mathcal{E}_{H_{k, K}} \) of \( H_{k, K} \), as defined in §1.1. These appear in \( M^k(\sigma)_K \) with multiplicity one since \( \mathcal{I}_{H_{k, K}} \) and \( \mathcal{E}_{H_{k, K}} \) are one dimensional. Over \( K \), (1.1b) easily implies that \( x_k \) and \( y_k \) are idempotents up to multiplication by non-zero scalars, so these constituents of \( M^k(\sigma)_K \) are according to Fitting’s lemma precisely the irreducible submodules \( M^k(\sigma)_K x_k \) and \( M^k(\sigma)_K y_k \), respectively.

2.5c. Lemma. The \( KG_n \)-module \( M^k(\sigma)_K x_k \) (resp. \( M^k(\sigma)_K y_k \)) corresponds to the irreducible character \( \chi_{\sigma, (k)} \) (resp. \( \chi_{\sigma, (1^k)} \)).

Proof. We may assume \( k > 1 \), the case \( k = 1 \) being trivial. Note that according to (2.3.7), we know the degrees:

\[
\chi_{\sigma, (k)}(1) = \frac{kd}{\prod_{i=1}^{k}(q^i - 1)} \prod_{i=1}^{k}(q^{id} - 1), \quad (2.5.2)
\]

\[
\chi_{\sigma, (1^k)}(1) = q^{\frac{kd}{2}(k-1)} \prod_{i=1}^{k}(q^i - 1) \prod_{i=1}^{k}(q^{id} - 1). \quad (2.5.3)
\]
For \( k > 1 \) these degrees are different. Moreover, by Fitting’s lemma, the only irreducible constituents of \( M_k^k(\sigma)_K \) appearing with multiplicity one are the modules \( M_k^k(\sigma)_K x_k \) and \( M_k^k(\sigma)_K y_k \). So applying (2.4a), we see that it suffices to check that 

\[
\dim M_k^k(\sigma)_K x_k = \chi_{\sigma,k}(1) \quad \text{not} \quad \chi_{\sigma,k}(1).
\]

The dimension of \( M_k^k(\sigma)_K \) is given by (2.4.1). Using this, an easy calculation gives the dimension of the induced module:

\[
\dim M_k^k(\sigma)_K = \frac{kd}{q^d - 1} \prod_{i=1}^k (q^i - 1). \]

Now [C, Proposition 10.9.6] tells us that 

\[
\dim M_k^k(\sigma)_K x_k = \dim M_k^k(\sigma)_K x_k = \sum_{w \in \Sigma_k} (q^d - 1) \ell(w).
\]

It is well-known that 

\[
\sum_{w \in \Sigma_k} (q^d - 1) \ell(w) = \prod_{i=1}^k \frac{(t_i - 1)}{(t - 1)^k}. \]

We conclude the chapter by reviewing the fundamental properties of the Gelfand-Graev representation introduced in [CG]. Fix a non-trivial homomorphism 

\[
\chi_K : (\mathbb{F}_q, +) \rightarrow K^x.
\]

Note that the values of \( \chi_K \) lie in \( O \), so we can restrict \( \chi_K \) to \( \chi_O : (\mathbb{F}_q, +) \rightarrow O^x \), then reduce modulo \( p \) to obtain the non-trivial character \( \chi = \chi_F : (\mathbb{F}_q, +) \rightarrow F^x \).

For \( u \in U_n \) and \( R = F, K \) or \( O \), let 

\[
\theta_{n,R}(u) = \chi_R \left( \sum_{i=1}^{n-1} u_{i,i+1} \right)
\]

where \( u_{i,i+1} \) denotes the \((i, i + 1)\)-entry of the matrix \( u \). We associate to this linear character of \( RU_n \) the idempotent 

\[
\gamma_{n,R} = \frac{1}{|U_n|} \sum_{u \in U_n} \theta_{n,R}(u^{-1})u \in RG_n. \quad \text{(2.5.5)}
\]

In particular, \( \gamma_n := \gamma_{n,F} \). The left ideal \( FG_n^\gamma_n \) is the Gelfand-Graev representation \( \Gamma_n \) of \( FG_n \). Observe that \( \Gamma_n \) is a projective \( FG_n \)-module. Moreover, it is the reduction modulo \( p \) of \( \Gamma_n,K = KG_n^\gamma_n,K \) via the \( O \)-lattice \( \Gamma_{n,O} = OG_n^\gamma_n,O \).

More generally, given \( \nu = (n_1, \ldots, n_a) \vdash n \), we have the analogous left \( FG_{\nu} \)-module denoted \( \Gamma_\nu \), which is just the outer tensor product \( \Gamma_{n_1} \boxtimes \cdots \boxtimes \Gamma_{n_a} \). This is the left ideal \( FG_{\nu}^\gamma_\nu \) where

\[
\gamma_\nu = \gamma_{n_1} \otimes \cdots \otimes \gamma_{n_a} \in FG_\nu = FG_{n_1} \otimes \cdots \otimes FG_{n_a}.
\]

We also write \( \Gamma_\nu,O \) and \( \Gamma_\nu,K \) for the Gelfand-Graev representations over \( O \) and \( K \), defined in the same way using the idempotents \( \gamma_{\nu,O} \) and \( \gamma_{\nu,K} \).
We will need the following key facts, due originally to I. Gelfand and M. Graev [GG] and S. Gelfand [Ge] (see e.g. [Z, Proposition 9.4]), about the Gelfand-Graev representation in characteristic 0, all of which we deduce here from standard results in [C]:

2.5d. Theorem. For any \( \mu \in n \),

(i) \( \ast R_{G_{\mu}}^{\Gamma_{n,K}} \cong \Gamma_{\mu,K} \);

(ii) \( \Gamma_{\mu,K} \) is a multiplicity-free \( KG_{\mu} \)-module;

(iii) the number of irreducible constituents of \( \Gamma_{n,K} \) is equal to the number of semisimple conjugacy classes in \( G_n \), namely, \( (q - 1)q^{n-1} \);

(iv) for any block-diagonal element \( s \in G_n \), \( \dim \Hom_{KG_n}(\Gamma_{n,K}, M(s)_K) = 1 \);

(v) given \( \sigma \in \overline{F}_q^\times \) of degree \( d \) over \( F_q \) and \( n = kd \), the image of any non-zero homomorphism from \( \Gamma_{n,K} \) to \( M_k(\sigma)_K \) is precisely the irreducible module \( M_k(\sigma)_K y_k \).

Proof. (i) By [C, Theorem 8.1.5], \( \ast R_{G_{\mu}}^{\Gamma_{n,K}} \) and \( \Gamma_{\mu,K} \) have the same character.

(ii) This is [C, Theorem 8.1.3].

(iii) That the number of semisimple classes in \( G_n \) is equal to \( (q - 1)q^{n-1} \) is proved for example in [C, Theorem 3.7.6(ii)]. So now the result follows using (ii) and [C, Proposition 8.3.1].

(iv) Note that by (i) and adjointness,

\[
\Hom_{KG_n}(\Gamma_{n,K}, M(s)_K) \cong \Hom_{KG_{d(s)}}(\Gamma_{d(s),K}, N_K)
\]

where \( N_K \) is the cuspidal module of (2.4.4). The right hand side is either 0 or 1-dimensional by (ii). To see that it is actually always 1-dimensional, use (iii) and the observation that the sum as \( s \) runs over all semisimple classes of \( G_n \) of \( \dim \Hom_{KG_n}(\Gamma_{n,K}, M(s)_K) \) must count the total number of irreducible constituents of \( \Gamma_{n,K} \).

(v) By (iv) and Frobenius reciprocity, the space \( \gamma_{n,K} M_k(\sigma)_K \) is one dimensional.

So \( \gamma_{n,K} M_k(\sigma)_K \) is a one dimensional right module for the Hecke algebra \( H_{k,K} \). Since there are just two one dimensional right \( H_{k,K} \)-modules, namely \( \mathcal{I}_{H_{k,K}} \) and \( \mathcal{E}_{H_{k,K}} \) (or rather, the analogous right modules), we deduce that \( H_{k,K} \) acts on \( KG_n \gamma_{n,K} M_k(\sigma)_K \) either by \( \mathcal{I}_{H_{k,K}} \) or by \( \mathcal{E}_{H_{k,K}} \). So, as \( x_k \) and \( y_k \) are idempotents up to a scalar over \( K \), the image \( Y \) of \( \Gamma_{n,K} \) in \( M_k(\sigma)_K \) under any non-zero homomorphism satisfies either \( Y = M_k(\sigma)_K x_k \) or \( Y = M_k(\sigma)_K y_k \). But the dimension of \( Y \) is calculated in [C, Theorem 8.4.9] (thanks to [C, Propositions 8.4.4-8.4.5] and (iii)):

\[
\dim Y = |G_n : C_{G_n}(s)|_q |C_{G_n}(s)|_q
\]

where \( s = (\sigma)^k \). Recalling that \( C_{G_n}(s) \cong GL_k(\mathbb{F}_{q^d}) \), this is easily checked to be the same as \( \dim M_k(\sigma)_K y_k = \chi_{\sigma,(1^k)}(1) \) as in (2.5.3), not \( \dim M_k(\sigma)_K x_k = \chi_{\sigma,(1^k)}(1) \) which is (2.5.2).

Since \( \Gamma_n \) is a projective \( FG_n \)-module, many of the properties in Theorem 2.5d generalize to the modular case:
2.5e. **Corollary.** For any \( \mu \vdash n \) and \( R \) equal to \( F \) or \( O \),
(i) \( R_{G_n}^{G_\mu} \Gamma_{n,R} \cong \Gamma_{n,R} \);
(ii) for any block-diagonal \( s \in G_n \), \( \text{Hom}_{RG_n}(\Gamma_{n,R}, M(s)_R) \) is \( R \)-free of rank 1;
(iii) given \( \sigma \in \mathbb{F}_q^\times \) of degree \( d \) over \( \mathbb{F}_q \) and \( n = kd \), we have \( mT_w = (-1)^{\ell(w)}m \) for all \( w \in \Sigma_k \) and for all \( m \) lying in the image of any non-zero homomorphism from \( \Gamma_{n,R} \) to \( M^k(\sigma)_R \).

**Proof.** (i) Since Harish-Chandra restriction commutes with base change, we see easily from Theorem 2.5d(i) that \( R_{G_\mu}^{G_n} \Gamma_n \) and \( \Gamma_\mu \) have the same Brauer characters. By (2.2a), \( R_{G_\mu}^{G_n} \) sends projectives to projectives. Therefore \( R_{G_\mu}^{G_n} \Gamma_n \) and \( \Gamma_\mu \) are projective \( FG_\mu \)-modules having the same Brauer character, so they are isomorphic. The result over \( O \) follows immediately since any projective \( FG_\mu \)-module has a unique lift to \( O \).

(ii) Taking \( R = O \), \( \text{Hom}_{OG_n}(\Gamma_{n,O}, M(s)_O) \) is an \( O \)-lattice in the corresponding space over \( K \), hence is \( O \)-free of rank 1 by Theorem 2.5d(iv). By the universal coefficient theorem, \( F \otimes_O \text{Hom}_{OG_n}(\Gamma_{n,O}, M(s)_O) \cong \text{Hom}_{FG_n}(\Gamma_n, M(s)) \) as \( \Gamma_{n,O} \) is projective. This implies the result over \( F \).

(iii) Let \( \theta_O \) be a generator of \( \text{Hom}_{OG_n}(\Gamma_{n,O}, M^k(\sigma)_O) \), applying (ii). Extending scalars, we obtain non-zero maps

\[ \theta_K \in \text{Hom}_{KG_n}(\Gamma_{n,K}, M^k(\sigma)_K), \quad \theta_F \in \text{Hom}_{FG_n}(\Gamma_n, M^k(\sigma)). \]

By Theorem 2.5d(v), the image of \( \theta_K \) is \( M^k(\sigma)_Ky_k \), so by (1.1b), for any \( v \in \Gamma_{n,K} \), \( \theta_K(v)T_w = (-1)^{\ell(w)}\theta_K(v) \) for all \( w \in \Sigma_k \). In particular, we see that for \( v \in \Gamma_{n,O} \subset \Gamma_{n,K} \), \( \theta_O(v)T_w = (-1)^{\ell(w)}\theta_O(v) \) for all \( w \in \Sigma_k \). This proves the result in case \( R = O \).

Over \( F \), \( \theta_F(\Gamma_n) \) is certainly a quotient of \( F \otimes_O \theta_O(\Gamma_{n,O}) \) (though we cannot yet assert that the two are isomorphic). Since the action of \( H_{k,R} \) on \( M^k(\sigma)_R \) is compatible with base change, the conclusion follows directly.

Finally, we can now prove that \( M(\sigma) \) is an irreducible \( FG_n \)-module, as we mentioned earlier, at least if \( \sigma \) is a \( p \)-regular element. Later, we will also prove this if \( \sigma \) is not \( p \)-regular. We remark that the first proof of this fact (for arbitrary \( \sigma \)) was given in [D1, D2] using the classification of irreducible \( FG_n \)-modules. There is also a simple direct proof due to James [J2, §3], which depends on the earlier work of Gelfand [Ge].

2.5f. **Lemma.** If \( \sigma \in \mathbb{F}_q^\times \) is \( p \)-regular of degree \( n \) over \( \mathbb{F}_q \), the \( FG_n \)-module \( M(\sigma) \) is irreducible.

**Proof.** In view of Lemma 2.4c, we know that there is just one irreducible \( FG_n \)-module, \( N \) say, in the same block as \( M(\sigma) \). In other words, all composition factors of \( M(\sigma) \) are isomorphic to \( N \). But by Corollary 2.5e(ii), \( \Gamma_n \) is a projective \( FG_n \)-module such that \( \text{Hom}_{FG_n}(\Gamma_n, M(\sigma)) \) is one dimensional. So, \( \Gamma_n \) must contain the projective cover of \( N \) as a summand and now the one dimensionality implies that \( N \) appears with multiplicity one as a constituent of \( M(\sigma) \), hence \( M(\sigma) = N \) is irreducible.
Chapter 3

Connecting $GL_n$ with quantum linear groups

In this chapter, we prove the Morita theorem at the heart of the modular theory. This was first proved by Cline, Parshall and Scott [CPS3, §9]. The proof in loc. cit. depends fundamentally on the work of James [J2] and Dipper-James [DJ3], whereas the approach here is self-contained, independent of this earlier work.

3.1. Schur functors

We begin with a short review of the “Schur functors” used heavily throughout the remainder of the chapter. The results described here are based on the results in [G2, chapter 6] and [JS], though we work in terms of projective modules instead of idempotents. We also mention the work of Auslander [A], where a thorough study of the functors in this section was made in a more general setting.

Fix a finite dimensional $F$-algebra $C$ (for this section only, $F$ can be taken to be an arbitrary field). Assume that we are given a fixed projective module $P \in \text{mod}(C)$. We set $H = \text{End}_C(P)$, writing endomorphisms commuting with the left $C$-action on the right. Define the functors

$$
\alpha : \text{mod}(C) \to \text{mod}(H), \quad \alpha = \text{Hom}_C(P,?), \\
\beta : \text{mod}(H) \to \text{mod}(C), \quad \beta = P \otimes_H?.
$$

Since $P$ is projective, $\alpha$ is exact. Moreover, by adjointness of ‘tensor’ and ‘hom’, $\beta$ is left adjoint to $\alpha$. The basic example to keep in mind (e.g. as in (1.5.2)) is the case that $P = Ce$ for some idempotent $e \in C$, when $H \cong eCe$. Then the functor $\alpha$ is the familiar Schur functor, since $\text{Hom}_C(Ce,V) \cong eV$ for any left $C$-module $V$, and $\beta$ is the inverse Schur functor.

Given a left $C$-module $V$, let $O_P(V)$ denote the largest submodule $V'$ of $V$ with the property that $\text{Hom}_C(P,V') = 0$. Let $O^P(V)$ denote submodule of $V$ generated by the images of all $C$-homomorphisms from $P$ to $V$. Since $P$ is projective, these have alternative descriptions: $O_P(V)$ (resp. $O^P(V)$) is the largest (resp. smallest)
3.1a. Lemma. The composite functors $\alpha \circ \beta$ and $\alpha \circ A_P \circ \beta$ are both isomorphic to the identity.

Proof. For any left $H$-module $U$, the fact that $P$ is projective and [AF, 20.10] implies that

$$\text{Hom}_C(P, P \otimes_H U) \cong \text{Hom}_C(P, P) \otimes_H U = H \otimes_H U \cong U.$$ 

All isomorphisms are natural, so this proves that $\alpha \circ \beta$ is isomorphic to the identity. Now apply the exact functor $\alpha$ to the exact sequence $0 \to O_P \circ \beta(U) \to \beta(U) \to A_P \circ \beta(U) \to 0$, using the fact that $\text{Hom}_C(P, O_P \circ \beta(U)) = 0$, to deduce that $\alpha \circ \beta(U)$ and $\alpha \circ A_P \circ \beta(U)$ are naturally isomorphic, completing the proof. \qed

3.1b. Lemma. For $V \in \text{mod}(C)$, let $\tilde{V} = \beta \circ \alpha(V) = P \otimes_H \text{Hom}_C(P, V)$ and let $\omega : \tilde{V} \to V$ be the natural $C$-homomorphism defined by $p \otimes \varphi \mapsto \varphi(p)$ for $\varphi \in \text{Hom}_C(P, V)$ and $p \in P$. Then, $\text{im} \omega = O_P(V)$ and $\ker \omega \subseteq O_P(\tilde{V})$.

Proof. It follows directly from the definitions that $\text{im} \omega = O_P(V)$. Let $Z = \ker \omega$; we need to show that $\alpha(Z) = \text{Hom}_C(P, Z) = 0$. Using the short exact sequence

$$0 \to \alpha(Z) \to \alpha(\tilde{V}) \to \alpha(O_P(V)) \to 0,$$

we just need to check that $\alpha(\tilde{V}) \cong \alpha(O_P(V))$. By Lemma 3.1a, $\alpha(\tilde{V}) \cong \text{Hom}_C(P, V)$ which is obviously isomorphic to $\alpha(O_P(V)) = \text{Hom}_C(P, O_P(V))$ by definition of $O_P$. \qed

3.1c. Corollary. If $V, W \in \text{mod}(C)$ satisfy $O_P V = V$ and $O_P W = 0$, then

$$\text{Hom}_C(V, W) \cong \text{Hom}_H(\alpha(V), \alpha(W)).$$

Proof. By adjointness, $\text{Hom}_H(\alpha(V), \alpha(W)) \cong \text{Hom}_C(\beta \circ \alpha(V), W)$. By the lemma, there is a natural homomorphism $\beta \circ \alpha(V) \to V$ which is surjective as $O_P V = V$, and has kernel $Z$ contained in $O_P(\beta \circ \alpha(V))$. Moreover, any homomorphism from $\beta \circ \alpha(V)$ to $W$ must act as zero on $Z$ since $O_P(W) = 0$, hence factors through the quotient $V$ of $\beta \circ \alpha(V)$. Thus, $\text{Hom}_C(\beta \circ \alpha(V), W) \cong \text{Hom}_C(V, W)$. \qed

Now we have the main result about Schur functors, see [JS, §2]:
3.1d. **Theorem.** The restrictions of the functors $\alpha$ and $A_P \circ \beta$ induce mutually inverse equivalences of categories between $\text{mod}(H)$ and the full subcategory $\mathfrak{M}$ of $\text{mod}(C)$ consisting of all $V \in \text{mod}(C)$ such that $O_P(V) = 0, O^\beta(V) = V$.

**Proof.** We first note that $A_P \circ \beta$ is a well-defined functor from $\text{mod}(H)$ to $\mathfrak{M}$. Take $U \in \text{mod}(H)$. Then, $A_P \circ \beta(U)$ is a quotient of $\beta(U)$ which is a quotient of the left $C$-module $P \otimes_P U \cong P^{\oplus \text{dim}U}$. The latter is certainly generated by the images of all $C$-homomorphisms from $P$, so $O^\beta(A_P \circ \beta(U)) = A_P \circ \beta(U)$. Moreover, $O_P(A_P \circ \beta(U)) = 0$, so we do indeed have that $A_P \circ \beta(U) \in \mathfrak{M}$.

Now for the theorem, take $V \in \mathfrak{M}$ and consider $A_P \circ \beta \circ \alpha(V)$. By Lemma 3.1b and the assumption that $O^\beta(V) = V$, we know that $\beta \circ \alpha(V)$ has a submodule $Z \subseteq O_P(\beta \circ \alpha(V))$ such that $(\beta \circ \alpha(V))/Z \cong V$. Since $O_P(V) = 0$, we see that in fact $Z = O_P(\beta \circ \alpha(V))$, so $A_P \circ \beta \circ \alpha(V) \cong V$, and this isomorphism is certainly functorial. Finally, by Lemma 3.1a, we know already that $\alpha \circ A_P \circ \beta$ is isomorphic to the identity, completing the proof. \hfill $\square$

3.1e. **Corollary.** Let $\{E_i \mid i \in I\}$ be a complete set of non-isomorphic irreducible $C$-modules appearing in the head of $P$. For $i \in I$, set $D_i = \alpha(E_i)$. Then, the set $\{D_i \mid i \in I\}$ is a complete set of non-isomorphic irreducible $H$-modules, and $A_P \circ \beta(D_i) \cong E_i.$

**Proof.** Note that each $E_i (i \in I)$ is an irreducible module belonging to the Abelian category $\mathfrak{M}$. Consequently, by Theorem 3.1d, each $D_i$ is an irreducible $H$-module with $A_P \circ \beta(D_i) \cong E_i$, and the $D_i$’s are pairwise non-isomorphic. To see that all irreducible $H$-modules arise in this way, use Fitting’s lemma. \hfill $\square$

Finally, we include a useful lemma which gives a more explicit description of the effect of the composite functor $A_P \circ \beta$ on left ideals of $H$:

3.1f. **Lemma.** Suppose that $O_P(P) = 0$, that is, that every composition factor of the socle of $P$ also appears in its head. Then for any left ideal $J$ of $H$, $A_P \circ \beta(J) \cong PJ$.

**Proof.** Our assumption on $P$ implies that $O_P(PJ) = 0$ hence $A_P(PJ) \cong PJ$. Now we prove the more general result that $A_P \circ \beta(J) \cong A_P(PJ)$, without any assumption on $P$. There is a short exact sequence $0 \rightarrow Z \rightarrow P \otimes_H J \xrightarrow{\mu} PJ \rightarrow 0$ where $\mu$ is the natural multiplication map. Applying the exact functor $A_P$ to this, we see that it suffices to show that $A_P(Z) = 0$, or equivalently, that $\text{Hom}_C(P, Z) = 0$.

Now apply $\alpha$ to this short exact sequence, using Lemma 3.1a, to obtain the exact sequence: $0 \rightarrow \text{Hom}_C(P, Z) \rightarrow J \xrightarrow{\bar{\mu}} \text{Hom}_C(P, PJ) \rightarrow 0$. The second map $\bar{\mu}$ maps $j \in J$ to the homomorphism $P \rightarrow PJ$ given by right multiplication by $j$. Since $P$ is a faithful $H$-module, $\bar{\mu}$ is injective. This implies that $\text{Hom}_C(P, Z) = 0$ as required. \hfill $\square$
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Now we come to a key technical lemma underlying the modular theory; it will allow us to apply the results of §3.1 to study the module \( M^k(\sigma) \) from (2.4.2). This lemma was noticed originally (in a slightly different form) by Cline, Parshall and Scott [CPS3, Lemma 9.1] and simplifies the original theory of [DJ3] considerably. The version we present here is due to V. Schubert [S, 12.4/1]; we are grateful to Schubert for allowing us to include the proof of this lemma.

3.2a. Lemma. Let \( A \) be a ring and \( 0 \to Z \to P \xrightarrow{\pi} M \to 0 \) be a short exact sequence of \( A \)-modules with \( P \) projective. If every \( A \)-module homomorphism from \( P \) to \( M \) annihilates \( Z \), then \( M \) is a projective \( A/\text{ann}_A(M) \)-module, where \( \text{ann}_A(M) \) denotes the annihilator of \( M \) in \( A \).

Proof. We need to show that every \( A/\text{ann}_A(M) \)-module homomorphism from \( M \) to a quotient of an \( A/\text{ann}_A(M) \)-module \( V \) can be lifted to a homomorphism to \( V \). Equivalently, we show that every \( A \)-module homomorphism \( \alpha : M \to U \), where \( U \) is a quotient of an \( A \)-module \( V \) with \( \text{ann}_A(M) \subseteq \text{ann}_A(V) \), can be lifted to a homomorphism \( \beta : M \to V \). Well, \( \alpha \circ \pi \) gives an \( A \)-module homomorphism from \( P \) to \( U \) so can be lifted (as \( P \) is projective) to a map \( \gamma : P \to V \). So the result will follow if we can show that \( \gamma \) annihilates \( Z \), so that \( \gamma \) factors through \( P \rightarrow M \) to induce the required map \( \beta \). In other words, we need to check that every \( A \)-module homomorphism \( \gamma : P \to V \) annihilates \( Z \), for every \( A \)-module \( V \) with \( \text{ann}_A(M) \subseteq \text{ann}_A(V) \).

Given such a module \( V \), the map \( \text{Hom}_A(P,A) \otimes_A V \to \text{Hom}_A(P,V) \) sending a generator \( f \otimes v \in \text{Hom}_A(P,A) \otimes_A V \) to the map \( p \mapsto f(p)v \) for \( p \in P \), is an isomorphism by [AF, 20.10] (this requires the projectivity of \( P \)). Therefore, we just need to check that \( f(p)v = 0 \) for all \( f \in \text{Hom}_A(P,A) \), \( p \in Z \) and \( v \in V \), or in other words, that \( f(Z) \subseteq \text{ann}_A(V) \) for all \( f \in \text{Hom}_A(P,A) \). Now take such an \( f \in \text{Hom}_A(P,A) \). For \( m \in M \), the map \( P \to M \) defined by \( p \mapsto f(p)m \) for \( p \in P \) is an \( A \)-module homomorphism, so by hypothesis annihilates \( Z \). That is, \( f(Z) \subseteq \text{ann}_A(M) \). By our initial assumption on \( V \), this finally implies that \( f(Z) \subseteq \text{ann}_A(V) \) as required. \( \square \)

3.2b. Remark. In [S], Schubert also proves the converse to this lemma, namely, if \( M \) is a projective \( A/\text{ann}_A(M) \)-module, then every \( A \)-module homomorphism from \( P \) to \( M \) annihilates \( Z \). The latter condition is easily checked to be equivalent to the hypothesis adopted in the earlier work of Dipper [D3, D4].

Now for the remainder of the chapter, we fix \( \sigma \in \overline{\mathbb{F}_q}^\times \) of degree \( d \) over \( \mathbb{F}_q \). We assume moreover that the following two properties are satisfied:

(A1) \( M(\sigma) \) is an irreducible \( FG_d \)-module;

(A2) the \( FG_{kd} \)-module \( M^k(\sigma) \) has exactly \( \text{Par}_k \) non-isomorphic composition factors for all \( k \geq 1 \).
We know for instance by Lemma 2.4c and Lemma 2.5f that the assumptions (A1) and (A2) are satisfied if \( \sigma \) is \( p \)-regular. In fact, we will prove later in Theorem 4.3b that (A1) and (A2) are satisfied for arbitrary \( \sigma \), so these assumptions will turn out to be redundant.

Fix also now some \( k \geq 1 \) and set \( n = kd \). As our first consequence of the assumptions on \( \sigma \), we have:

### 3.2c. Lemma

The module \( M^k(\sigma) \) is self-dual, that is, \( M^k(\sigma) \cong M^k(\sigma)^\ast \). In particular, the socle and the head of \( M^k(\sigma) \) are isomorphic.

**Proof.** Since \( M(\sigma) \) is irreducible by assumption, this follows immediately as a special case of Corollary 2.2f. \( \Box \)

Introduce the cuspidal algebra

\[
C_{\sigma,k} = C_{F,(\sigma)k}(GL_n(\mathbb{F}_q)) = FG_n/\text{ann}_{FG_n}(M^k(\sigma)).
\] (3.2.1)

So, \( C_{\sigma,k} \) is the image of \( FG_n \) under the representation afforded by the \( FG_n \)-module \( M^k(\sigma) \). Note in view of (2.4b) that for \( p \)-regular \( \sigma \), \( C_{\sigma,k} \) is a quotient algebra of the corresponding block algebra \( B_{\sigma,k} \) of \( FG_n \) (as defined at the end of §2.4).

### 3.2d. Theorem

\( M^k(\sigma) \) is a projective \( C_{\sigma,k} \)-module with endomorphism algebra isomorphic to \( H_k = H_{F,q}(\Sigma_k) \), acting as in (2.5b).

**Proof.** Write \( G = G_n, L = G_{(d_k)}, N = M(\sigma)\oplus\cdots\oplus M(\sigma) \) and \( M = M^k(\sigma) \cong R^G_L N \) for short. By our assumption (A1), \( N \) is an irreducible cuspidal \( FL \)-module. Let \( Q \) be the projective cover of \( N \) in the category \( \text{mod}(FL) \). By the Mackey formula,

\[
\alpha := \dim \text{Hom}_{FG}(R^G_L(Q), M) = \dim \text{Hom}_{FL}(Q, \ast R^G_L \circ R^G_L(N))
= \sum_{w \in D_{(1^k)\ast(1^k)}} \dim \text{Hom}_{FL}(Q, R^L_{L\cap w L} \circ \text{conj}_w \circ R^L_{L\cap w L} (N)).
\]

Now since \( N \) is cuspidal, (2.1c) gives that the summand corresponding to \( w \) is zero unless \( w = \pi_x \) for some \( x \in \Sigma_k \). So, \( \alpha = \sum_{x \in \Sigma_k} \dim \text{Hom}_{FL}(Q, \text{conj}_{\pi_x}(N)) \).

Finally, observe that \( \text{conj}_{\pi_x}(N) \cong N \) as an \( FL \)-module (the isomorphism sends \( v_1 \otimes \cdots \otimes v_k \in N \) to \( v_{x_1} \otimes \cdots \otimes v_{x_k} \in \text{conj}_{\pi_x}(N) \)). So since \( N \) is irreducible and \( Q \) is its projective cover, we see that \( \alpha = \sum_{x \in \Sigma_k} \dim \text{Hom}_{FL}(Q, N) = k! \).

As \( Q \) is projective and maps surjectively onto \( N, R^G_L Q \) is projective and maps surjectively onto \( M \). So, \( R^G_L Q \) contains the projective cover \( P \) of \( M \) as a summand. Also recall from (2.5b) that \( H_k \), which has dimension \( k! \), embeds into \( \text{End}_{FG}(M) \).

Combining these remarks with our calculation that \( \alpha = k! \), we have shown that

\[
\dim \text{Hom}_{FG}(P, M) \leq \dim \text{Hom}_{FG}(R^G_L Q, M) = k! \leq \dim \text{Hom}_{FG}(M, M),
\]

whence that equality holds everywhere. Now the criterion of Lemma 3.2a implies that \( M \) is a projective \( C_{\sigma,k} \)-module, while by dimension, the embedding of \( H_k \) into \( \text{End}_{FG}(M^k(\sigma)) \) from (2.5b) is an isomorphism. \( \Box \)
We mention the following immediate corollary, which is relevant to the point of view (not pursued further here) of modular Harish-Chandra theory:

3.2e. Corollary. There is a bijection between the isomorphism classes of irreducible \( H_k \)-modules and the isomorphism classes of irreducible \( FG_n \)-modules appearing as constituents of the head (resp. socle) of \( M^k(\sigma) \).

Proof. By Lemma 3.2c, a copy of every composition factor of the socle of \( M^k(\sigma) \) appears in its image. So the corollary follows from the theorem by Corollary 3.1e, taking \( C = C_{\sigma,k}, H = H_k, P = M^k(\sigma) \). \( \square \)

Suppose now that \( \nu = (k_1, \ldots, k_a) \vdash k \). Regard \( M^{k_i}(\sigma) \) as an \((FG_{d_{k_i}}, H_{k_i})\)-bimodule for each \( i = 1, \ldots, a \) in the same way as explained after (2.5b). Then, identifying \( FG_{d_{k_i}} \) with \( FG_{d_{k_i}} \otimes \cdots \otimes FG_{d_{k_a}} \) and \( H_\nu \) with \( H_{k_1} \otimes \cdots \otimes H_{k_a} \), we obtain an \((FG_{d_{\nu}}, H_\nu)\)-bimodule:

\[
M^\nu(\sigma) = M^{k_1}(\sigma) \otimes \cdots \otimes M^{k_a}(\sigma) \cong R^G_{G_{d_{\nu}}} \left( M(\sigma) \otimes \cdots \otimes M(\sigma) \right)_{k \text{ times}}.
\]  

We have the Levi analogue of the cuspidal algebra, namely,

\[
C_{\sigma,\nu} = FG_{d_{\nu}}/\text{ann}_{FG_{d_{\nu}}}(M^\nu(\sigma)) \cong C_{\sigma,k_1} \otimes \cdots \otimes C_{\sigma,k_a}.
\]  

Theorem 3.2d immediately gives that \( M^\nu(\sigma) \) is projective as a \( C_{\sigma,\nu}\)-module, and that \( H_\nu \) is precisely the endomorphism algebra \( \text{End}_{C_{\sigma,\nu}}(M^\nu(\sigma)) \).

Now, \( M^\nu(\sigma) \) is an \((FG_{d_{\nu}}, H_\nu)\)-bimodule, so we can regard \( R^G_{G_{d_{\nu}}} M^\nu(\sigma) \) as an \((FG_n, H_{\nu})\)-bimodule. Similarly, \( M^k(\sigma) \) is an \((FG_n, H_k)\)-bimodule, so \( \ast R^G_{G_{d_{\nu}}} M^k(\sigma) \) is an \((FG_{d_{\nu}}, H_k)\)-bimodule in a precise way. On the other hand, \( M^k(\sigma) \) is an \((FG_n, H_k)\)-bimodule, hence also an \((FG_n, H_{\nu})\)-bimodule, restricting the \( H_\nu\)-action to the subalgebra \( H_\nu \), while \( M^\nu(\sigma) \otimes_{H_\nu} H_k \) is an \((FG_{d_{\nu}}, H_k)\)-bimodule. The following basic lemma identifies these various bimodule structures:

3.2f. Lemma. For \( \nu \vdash k \),

(i) \( R^G_{G_{d_{\nu}}} M^\nu(\sigma) \) is isomorphic to \( M^k(\sigma) \) as an \((FG_n, H_{\nu})\)-bimodule;

(ii) \( \ast R^G_{G_{d_{\nu}}} M^k(\sigma) \) is isomorphic to \( M^\nu(\sigma) \otimes_{H_{\nu}} H_k \) as an \((FG_{d_{\nu}}, H_k)\)-bimodule.

In particular, the \( FG_{d_{\nu}}\)-action on \( \ast R^G_{G_{d_{\nu}}} M^k(\sigma) \) factors through the quotient \( C_{\sigma,\nu} \), so \( \ast R^G_{G_{d_{\nu}}} M^k(\sigma) \) is a \( C_{\sigma,\nu}\)-module in the natural way.

Proof. (i) Let \( N = M(\sigma) \otimes \cdots \otimes M(\sigma) \) (\( k \) times). As in (3.2.2), \( M^\nu(\sigma) \cong R^G_{G_{d_{\nu}}} N \).

So by transitivity of Harish-Chandra induction, we see that \( M^k(\sigma) \cong R^G_{G_{d_{\nu}}} M^\nu(\sigma) \) as \( FG_n\)-modules. We need to check that the isomorphism is compatible with the right \( H_\nu\)-module structures. We have a canonical embedding of \( N \) into \( M^\nu(\sigma) \) (resp. \( M^k(\sigma) \)) as an \((FG_{d_{\nu}}, H_\nu)\)-module. Take \( w \in \Sigma_\nu \). Then the action of \( B_w \) (hence \( T_w \)) on \( M^k(\sigma) \) is by definition the unique \( FG_n\)-endomorphism of \( M^k(\sigma) \)
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whose restriction to \( N \) is the map \( A_w \) of (2.5.1). Similarly, the action of \( B_w \) (hence \( T_w \in H_v \)) on \( M^\nu(\sigma) \) is the unique \( FG_{d_{w'}} \)-endomorphism of \( M^\nu(\sigma) \) whose restriction to \( N \) is the map \( A_w \). So the induced action of \( T_w \in H_v \) on \( R^G_{d_{w'}} M^\nu(\sigma) \) has the same restriction to \( N \) as the action of \( T_w \in H_k \) on \( M^k(\sigma) \), identifying \( R^G_{d_{w'}} M^\nu(\sigma) \) with \( M^k(\sigma) \). This shows that the two actions of \( T_w \) coincide.

(ii) Writing \( N = M(\sigma) \boxtimes \cdots \boxtimes M(\sigma) \) and \( L = G(d^k_{w'}) \), we have

\[
*R^G_{d_{w'}} \circ *R^L_G(N) \cong \bigoplus_{w \in D_{d_{w'}}(d^k_{w'})} R^G_{d_{w'}} \circ \text{conj}_w \circ *R^L_{G(w')} \circ G_{d_{w'}}(N).
\]

As \( N \) is a cuspidal \( FL \)-module the summand corresponding to \( w \) is zero unless \( L \cap d_{w'}^{-1} G_{d_{w'}} = L \). In that case, by (2.1c), \( w = \sigma_x \) for \( x \in D_{d_{w'}(d^k_{w'})} = D_{d_{w'}}^{-1} \). Now recalling that \( \text{conj}_x(N) \cong N \) as an \( FL \)-module, we have shown that

\[
st^G_{d_{w'}} M^k(\sigma) \cong \bigoplus_{x \in D_{d_{w'}}^{-1}} R^L_{d_{w'}}(N) \cong M^\nu(\sigma) \oplus |D_{d_{w'}}|
\]
as an \( FG_{d_{w'}} \)-module. In particular, this shows that the \( FG_{d_{w'}} \)-action on \( st^G_{d_{w'}} M^k(\sigma) \) factors through \( C_{\sigma,\nu} \).

By (i), we can identify \( M^k(\sigma) \) and \( FG_n \otimes_{FP} M^\nu(\sigma) \) as \( (FG_n,H_v) \)-bimodules, where \( P \) is the standard parabolic subgroup with Levi factor \( G_{d_{w'}} \). This allows us to identify \( M^\nu(\sigma) \) with the \( (FG_{d_{w'}},H_v) \)-submodule of \( M^k(\sigma) \) of \( M^k(\sigma) \). Multiplication then gives us an \( (FG_{d_{w'}},H_k) \)-bimodule map \( \mu : M^\nu(\sigma) \otimes_{H_v} H_k \to M^k(\sigma) \) whose image \( M^\nu(\sigma) H_k \) is clearly contained in the fixed point set \( st^G_{d_{w'}} M^k(\sigma) \). Moreover, the calculation in the preceding paragraph shows that

\[
\dim M^\nu(\sigma) \otimes_{H_v} H_k = \dim st^G_{d_{w'}} M^k(\sigma).
\]

So it just remains to check that \( \mu \) is injective.

We have an exact sequence

\[
0 \to Z \to M^\nu(\sigma) \otimes_{H_v} H_k \xrightarrow{\mu} M^\nu(\sigma) H_k \to 0
\]
of \( C_{\sigma,\nu} \)-modules. Since \( M^\nu(\sigma) \otimes_{H_v} H_k \cong M^\nu(\sigma) \oplus |D_{d_{w'}}| \) as an \( FG_{d_{w'}} \)-module, and \( M^\nu(\sigma) \) is self-dual by Corollary 2.2f, every constituent of the socle of \( M^\nu(\sigma) \otimes_{H_v} H_k \) appears in the head of \( M^\nu(\sigma) \). Therefore to show that \( Z = 0 \), it suffices to show that \( \text{Hom}_{C_{\sigma,\nu}}(M^\nu(\sigma),Z) = 0 \). Applying the exact functor \( \text{Hom}_{C_{\sigma,\nu}}(M^\nu(\sigma),?) \) to the above exact sequence using Lemma 3.1a, we obtain the exact sequence

\[
0 \to \text{Hom}_{C_{\sigma,\nu}}(M^\nu(\sigma),Z) \to H_k \xrightarrow{\mu} \text{Hom}_{C_{\sigma,\nu}}(M^\nu(\sigma),M^\nu(\sigma) H_k) \to 0.
\]

We just need to check that the map \( \mu \), which sends \( h \in H_k \) to the map \( M^\nu(\sigma) \to M^\nu(\sigma) H_k \) given by right multiplication by \( h \), is injective. Suppose for some \( h \in H_k \) that \( \mu(h) = 0 \) so \( M^\nu(\sigma) h = 0 \). Then, as \( M^\nu(\sigma) \) generates \( M^k(\sigma) = R^G_{d_{w'}} M^\nu(\sigma) \) as an \( FG_n \)-module, we deduce that \( h \) annihilates all of \( M^k(\sigma) \), whence \( h = 0 \).
3.2g. **Corollary.** The following pairs of functors are isomorphic:

(i) \( R_{G_{d\nu}}^{G_n} \circ (M^\nu(\sigma) \otimes H) ) \) and \( (M^k(\sigma) \otimes H_k) \circ \text{ind}^{H_k}_{H} : \text{mod}(H) \to \text{mod}(F G_n) \);

(ii) \( *R_{G_{d\nu}}^{G_n} \circ (M(\sigma) \otimes H) ) \) and \( (M^\nu(\sigma) \otimes H) ) \circ \text{res}^{H_k}_{H} : \text{mod}(H_k) \to \text{mod}(F G_{d\nu}) \).

**Proof.** (i) Take \( N \in \text{mod}(H) \). Let \( P \) denote the standard parabolic subgroup of \( G_n \) with Levi factor \( G_{d\nu} \). Using Lemma 3.2f(i) and associativity of tensor product, we have natural isomorphisms

\[
M^k(\sigma) \otimes H_k \text{ ind}^{H_k}_{H} N = M^k(\sigma) \otimes H_k (H_k \otimes H) N \cong (M^k(\sigma) \otimes H_k H_k) \otimes H \ N \\
\cong M^k(\sigma) \otimes H \ N \cong (FG_n \otimes_{FP} M^\nu(\sigma)) \otimes H \ N \\
\cong FG_n \otimes_{FP} (M^\nu(\sigma) \otimes H) N = R_{G_{d\nu}}^{G_n} (M^\nu(\sigma) \otimes H) N,
\]

as required.

(ii) We first claim that the functors \( *R_{G_{d\nu}}^{G_n} \circ (M^k(\sigma) \otimes H) ) \) and \( (R_{G_{d\nu}}^{G_n} M^k(\sigma)) \otimes H \) are isomorphic. Recall that \( *R_{G_{d\nu}}^{G_n} \) is defined by taking \( Y_{d\nu} \)-fixed points, so can be viewed as the functor \( \text{Hom}_{FY_{d\nu}^{\nu}}(\tilde{I}, ?) \) where \( I \) is the trivial representation of \( Y_{d\nu} \).

Now, \( FY_{d\nu} \) is a semisimple algebra so \( I \) is a projective \( FY_{d\nu} \)-module. So e.g. [AF, 20.10] immediately gives a natural isomorphism

\[
\text{Hom}_{FY_{d\nu}^{\nu}}(I, M^k(\sigma) \otimes H) N \cong \text{Hom}_{FY_{d\nu}^{\nu}}(I, M^k(\sigma)) \otimes H \ N
\]

for any \( H \)-module \( N \), to prove the claim. Hence, using Lemma 3.2f(ii) as well, there are natural isomorphisms

\[
R_{G_{d\nu}}^{G_n} (M^k(\sigma) \otimes H) N \cong (R_{G_{d\nu}}^{G_n} M^k(\sigma)) \otimes H \ N \cong (M^\nu(\sigma) \otimes H_k H_k) \otimes H \ N \\
\cong M^\nu(\sigma) \otimes H \ (H_k \otimes H) N \cong M^\nu(\sigma) \otimes H \ \text{res}^{H_k} \ N
\]

for any \( N \in \text{mod}(H_k) \). This completes the proof.  

3.3. 'Symmetric' and 'exterior' powers

Now we are ready to introduce modules which play the role of symmetric and exterior powers in the non-defining characteristic theory. As motivation, recall the defining characteristic theory, where \( V \) is a finite dimensional vector space over \( F \) and \( \Sigma_k \) acts on the right on \( V^\otimes k \) by permuting tensors. The symmetric power \( S^k(V) \) can be defined as the largest quotient of \( V^\otimes k \) on which \( \Sigma_k \) acts trivially. The dual notion, the divided power \( Z^k(V) \), is the largest submodule of \( V^\otimes k \) on which \( \Sigma_k \) acts trivially; in positive characteristic, \( S^k(V) \) and \( Z^k(V) \) need not be isomorphic as left \( GL(V) \)-modules. We define the analogues of symmetric and divided powers in our theory by

\[
S^k(\sigma) = M^k(\sigma) / \{ mh - \mathcal{E}_{H_k}(h)m \mid h \in H_k, m \in M^k(\sigma) \}, \\
Z^k(\sigma) = \{ m \in M^k(\sigma) \mid mh = \mathcal{E}_{H_k}(h)m \text{ for all } h \in H_k \}.
\]
Observe these are left $FG_n$-modules which factor through the quotient $C_{\sigma,k}$ to induce well-defined $C_{\sigma,k}$-modules. To define the exterior power in defining characteristic, the definition as the largest quotient (resp. submodule) of $V^\otimes r$ on which $\Sigma_k$ acts as sign is of course wrong in characteristic 2, so the best definition from the point of view of the symmetric group is $\Lambda^k(V) = V^\otimes k(\sum_{w \in \Sigma_k} (-1)^{\ell(w)} w)$. We define our analogue, a $C_{\sigma,k}$-module again, by
\[ \Lambda^k(\sigma) = M^k(\sigma) x_k. \]
It is perhaps unfortunate that our “symmetric powers” correspond now to the sign representation and our “exterior power” corresponds to the trivial representation, unlike in the classical case.

As an example, in the special case $\sigma = 1$ when $k = n$, the module $\Lambda^n(1)$ is precisely the trivial $FG_n$-module, whereas $Z^n(1)$ is a modular reduction of the Steinberg module (these statements follow as special cases of Theorem 3.5e and Theorem 4.1c).

3.3a. Lemma. $\Lambda^k(\sigma)$ is an irreducible $FG_n$-module.

Proof. We know that $M^k(\sigma)$ is a projective $C_{\sigma,k}$-module and that every composition factor of the socle of $M^k(\sigma)$ appears in its head, by Theorem 3.2d and Lemma 3.2c respectively. Also, the left ideal $H_k x_k$ is an irreducible $H_k$-module. Using these remarks, the lemma follows at once from the general theory of Schur functors; see Lemma 3.1f and Corollary 3.1e. \[ \square \]

The structure of $S^k(\sigma)$ and $Z^k(\sigma)$ is more subtle. Observe though that by definition and $(1.1b)$, $M^k(\sigma)y_k$ is a quotient of $S^k(\sigma)$ and $Z^k(\sigma)$ contains $M^k(\sigma)y_k$ as a submodule.

3.3b. Lemma. (i) $S^k(\sigma) \cong M^k(\sigma) \otimes_{H_k} E_{H_k}$;
(ii) $S^k(\sigma)$ has simple head equal to the irreducible quotient $M^k(\sigma)y_k$ of $M^k(\sigma)$, and no other composition factors of $S^k(\sigma)$ are isomorphic to quotients of $M^k(\sigma)$;
(iii) $Z^k(\sigma) \cong S^k(\sigma)^r$;
(iv) $Z^k(\sigma)$ has simple socle equal to the irreducible submodule $M^k(\sigma)y_k$ of $M^k(\sigma)$, and no other composition factors of $Z^k(\sigma)$ are isomorphic to submodules of $M^k(\sigma)$.

Proof. (i) By definition, $M^k(\sigma) \otimes_{H_k} E_{H_k}$ is the quotient of $M^k(\sigma) \otimes_F E_{H_k}$ by
\[ \{ mh \otimes 1 - E_{H_k}(h) m \otimes 1 \mid h \in H_k, m \in M^k(\sigma) \}. \]
If we identify $M^k(\sigma) \otimes_F E_{H_k}$ and $M^k(\sigma)$ as vector spaces in the natural way, this immediately gives (i).
(ii) Let $\alpha, \beta$ and $A_P$ be the functors defined in §3.1, taking the projective module $P$ to be the $C_{\sigma,k}$-module $M^k(\sigma)$ of Theorem 3.2d. Then, (i) shows that $S^k(\sigma) \cong \beta(E_{H_k})$. Just as in Lemma 3.3a, Lemma 3.1f shows that
\[ A_P \circ \beta(E_{H_k}) \cong A_P(S^k(\sigma)) \cong M^k(\sigma)y_k \]
is an irreducible $C_{σ,k}$-module. Hence, $M^k(σ)y_k$ appears in the head of $S^k(σ)$ and no other composition factors of $S^k(σ)$ appear in the head of $M^k(σ)$. Since $S^k(σ)$ is a quotient of $M^k(σ)$, this means that $S^k(σ)$ actually has simple head.

(iii) Write $M = M^k(σ)$ for short. We can by Corollary 2.2f choose some isomorphism $i : M \rightarrow M^*$ as $FG_n$-modules. This choice induces an isomorphism $j : \text{End}_{FG_n}(M) \rightarrow \text{End}_{FG_n}(M^*)$ with $fj(θ) = i((i^{-1}f)θ)$ for all $f \in M^*, θ \in \text{End}_{FG_n}(M)$ (recall we are writing endomorphisms on the right). On the other hand, there is a natural anti-isomorphism $#: \text{End}_{FG_n}(M) \rightarrow \text{End}_{FG_n}(M^*)$ defined simply by letting $θ#$ be the dual map to $θ \in \text{End}_{FG_n}(M)$, that is, $(fθ#)(m) = f(mθ)$ for all $m \in M, f \in M^* = M^*$. Now if we set $τ = j^{-1} o #$, we have defined an anti-automorphism of $H_k = \text{End}_{FG_n}(M)$. Define a non-degenerate bilinear form on $M$ by $(m, n) = i(m)(n) = i(m)(nh) = (m, nh)$. In other words, the bilinear form $(.,.)$ is ‘contravariant’ for the action of $H_k$ with respect to the anti-automorphism $τ$.

By definition, $S^k(σ) = M/J$ where $J = \{ mh - E_{H_k}(h)m \mid h \in H_k, m \in M \}$. So:

$$S^k(σ)^* \cong J^* = \{ n \in M \mid (n, mh - E_{H_k}(h)m) = 0 \text{ for all } m \in M, h \in H_k \}$$

$$= \{ n \in M \mid (nτ(h) - E_{H_k}(h)n, m) = 0 \text{ for all } m \in M, h \in H_k \}$$

$$= \{ n \in M \mid nh = E_{H_k}(τ(h))n \text{ for all } h \in H_k \}.$$  

It now just remains to show that $E_{H_k}(τ(h)) = E_{H_k}(h)$ for all $h \in H_k$.

Certainly $E_{H_k} o τ$ is a linear representation of $H_k$, so since the only one dimensional $H_k$-modules are $E_{H_k}$ and $I_{H_k}$, we either have that $E_{H_k} o τ = E_{H_k}$ as required, or that $E_{H_k} o τ = I_{H_k}$. In the latter case, we see from (1.1b) that $S^k(σ)^*$ contains $Mx_k$ as an irreducible submodule, whence that $S^k(σ)$ contains $Mx_k$ in its head. But this is not so according to (ii) unless in fact $Mx_k \cong My_k$, in which case applying Corollary 3.1e, $I_{H_k} \cong E_{H_k}$ and we are done.

(iv) This follows from (ii) on dualizing, using (iii).

Slightly more generally, for $ν = (k_1, \ldots, k_a) \vdash k$, we have analogous left $C_{σ,ν}$-modules $S^ν(σ), Z^ν(σ)$ and $Λ^ν(σ)$:

$$S^ν(σ) = M^ν(σ)/\{ mh - E_{H_ν}(h)m \mid h \in H_ν, m \in M^ν(σ) \},$$  

$$Z^ν(σ) = \{ m \in M^ν(σ) \mid mh = E_{H_ν}(h)m \text{ for all } h \in H_ν \},$$  

$$Λ^ν(σ) = M^ν(σ)x_ν.$$  

Recalling (3.2.2) and (3.2.3), if $ν = (k_1, \ldots, k_a)$ then $S^ν(σ) \cong S^{k_1}(σ) \boxtimes \cdots \boxtimes S^{k_a}(σ)$, and similarly for $Z, Λ$. In view of this observation, the basic properties of $S^ν(σ), Z^ν(σ)$ and $Λ^ν(σ)$ follow directly from Lemma 3.3a and Lemma 3.3b.

3.3c. Lemma. For any $ν \vdash k$, $^{*R}_{G_{d ν}} S^k(σ) \cong S^ν(σ)$ and $^{*R}_{G_{d ν}} Z^k(σ) \cong Z^ν(σ)$. 

Proof. We just need to prove the first statement, the second following directly from Lemma 3.3b(iii) since Harish-Chandra restriction commutes with contravariant duality. For the first, by Lemma 3.3b(i), \( S^k(\sigma) \cong M^k(\sigma) \otimes_{H_k} \mathcal{E}_{H_k} \). So using Corollary 3.2g(ii), we have immediately that

\[
^* R_{G_{d_v}}^G S^k(\sigma) \cong M^{\nu}(\sigma) \otimes_{H_\nu} \text{res}^{H_k}_{H_\nu} \mathcal{E}_{H_k} \cong M^{\nu}(\sigma) \otimes_{H_\nu} \mathcal{E}_{H_\nu}.
\]

So by Lemma 3.3b(i) (or rather its Levi analogue) we see that \(^* R_{G_{d_v}}^G S^k(\sigma) \cong S^\nu(\sigma)\). 

We are mainly interested in what follows in the \( C_{\sigma,k}\)-modules obtained from \( S^\nu(\sigma), Z^\nu(\sigma) \) and \( \Lambda^\nu(\sigma) \) by Harish-Chandra induction. Set

\[
\hat{S}^\nu(\sigma) = M^k(\sigma) / \{ mh - \mathcal{E}_{H_\nu}(h)m \mid h \in H_\nu, m \in M^k(\sigma) \}, \quad (3.3.4)
\]
\[
\hat{Z}^\nu(\sigma) = \{ m \in M^k(\sigma) \mid mh = \mathcal{E}_{H_\nu}(h)m \text{ for all } h \in H_\nu \}, \quad (3.3.5)
\]
\[
\hat{\Lambda}^\nu(\sigma) = M^k(\sigma)x_\nu. \quad (3.3.6)
\]

If we identify \( M^k(\sigma) \) with \( R_{G_{d_v}}^G M^\nu(\sigma) \) as \( (FG_n, H_\nu) \)-bimodules as in Lemma 3.2f(i), it is easy to check that the quotient \( \hat{S}^\nu(\sigma) \) of \( M^k(\sigma) \) is identified with the quotient \( R_{G_{d_v}}^G S^\nu(\sigma) \) of \( R_{G_{d_v}}^G M^\nu(\sigma) \). Similarly, we can identify \( R_{G_{d_v}}^G Z^\nu(\sigma) \) with \( \hat{Z}^\nu(\sigma) \) and \( R_{G_{d_v}}^G \Lambda^\nu(\sigma) \) with \( \hat{\Lambda}^\nu(\sigma) \).

Note by (1.1b) again that \( \hat{Z}^\nu(\sigma) \) contains \( M^k(\sigma)y_\nu \) as a submodule. Recall the definitions of the \( H_k \)-modules \( M^\nu = H_kx_\nu \) and \( N^\nu = H_ky_\nu \) from §1.1. The next result generalizes Lemma 3.3b:

3.3d. Lemma. For any \( \nu \vdash k \), we have:

(i) \( \hat{S}^\nu(\sigma) \cong M^k(\sigma) \otimes_{H_k} N^\nu \).

(ii) \( \hat{Z}^\nu(\sigma) \cong \hat{S}^\nu(\sigma)^\tau \).

(iii) No composition factors of \( \hat{Z}^\nu(\sigma)/M^k(\sigma) y_\nu \) are isomorphic to submodules of \( M^k(\sigma) \).

Proof. (i) Since \( \hat{S}^\nu(\sigma) \cong R_{G_{d_v}}^G S^\nu(\sigma) \), this is immediate from Corollary 3.2g(i) and the Levi analogue of Lemma 3.3b(i).

(ii) This follows from the Levi analogue of Lemma 3.3b(iii), since Harish-Chandra induction commutes with contravariant duality.

(iii) Let \( \alpha, \beta \) and \( A_P \) be the functors defined in §3.1 taking the projective module \( P \) to be the \( C_{\sigma,k} \)-module \( M^k(\sigma) \) of Theorem 3.2d. Now, \( N^\nu \) is the left ideal \( H_ky_\nu \) of \( H_k \). So, using Lemma 3.2c and Lemma 3.1f, we know that

\[
A_P \circ \beta(N^\nu) \cong M^k(\sigma)y_\nu.
\]

So using (i) and the definition of the functor \( A_P \circ \beta \), we see that \( \hat{S}^\nu(\sigma) \cong \beta(N^\nu) \) is an extension of \( M^k(\sigma)y_\nu \) and a module having no composition factors in common with the head (or equivalently by Lemma 3.2c the socle) of \( M^k(\sigma) \). Now (iii) follows on dualizing using (ii).
3.4. Endomorphism algebras

Now fix in addition an integer \( h \geq 1 \) and let \( S_{h,k} \) denote the \( q^d \)-Schur algebra \( S_{F,q^d}(h,k) \) of \( \S 1.2 \). Our first connection between \( G_n \) and the \( q^d \)-Schur algebra arises as follows (cf. [DJ3, Theorem 2.24(iii)]):

3.4a. Theorem. There is an algebra isomorphism

\[
S_{h,k} \xrightarrow{\sim} \text{End}_{C_{\sigma,k}} \left( \bigoplus_{\nu \in \Lambda(h,k)} \hat{\Lambda}^\nu(\sigma) \right)
\]

under which the natural basis element \( \phi^\nu_{\mu,\lambda} \) of \( S_{h,k} \) maps to the endomorphism which is zero on the summand \( \hat{\Lambda}^\nu(\sigma) \) for \( \nu \neq \mu \) and sends \( \hat{\Lambda}^\nu(\sigma) \) into \( \hat{\Lambda}^\lambda(\sigma) \) via the homomorphism induced by right multiplication in \( M^k(\sigma) \) by \( \sum_{w \in \Sigma_{\mu} \cup \Sigma_{\lambda} \cap D_{\mu}^{-1}} T_w \).

Proof. Let \( A_P \circ \beta \) denote the equivalence of categories from Theorem 3.1d, for the projective \( C_{\sigma,k} \)-module \( P = M^k(\sigma) \). According to Lemma 3.1f and Lemma 3.2c,

\[
\bigoplus_{\nu \in \Lambda(h,k)} \hat{\Lambda}^\nu(\sigma) \cong A_P \circ \beta \left( \bigoplus_{\nu \in \Lambda(h,k)} M^\nu \right).
\]

We deduce that the endomorphism algebras of \( \bigoplus_{\nu \in \Lambda(h,k)} \hat{\Lambda}^\nu(\sigma) \) and \( \bigoplus_{\nu \in \Lambda(h,k)} M^\nu \) are isomorphic; the latter is \( S_{h,k} \) by definition. It remains to check that the image of \( \phi^\nu_{\mu,\lambda} \) under the functor \( A_P \circ \beta \) is precisely the endomorphism described, which follows using Lemma 3.1f. \( \square \)

Recalling from (1.2c) that \( S_{h,k} \) can also be described as the endomorphism algebra \( \text{End}_{H_k} \left( \bigoplus_{\lambda \in \Lambda(h,k)} N^\lambda \right) \), the same argument as the proof of Theorem 3.4a shows (cf. [DJ3, Theorem 2.24(iv)]):

(3.4b) There is an algebra isomorphism \( S_{h,k} \xrightarrow{\sim} \text{End}_{C_{\sigma,k}} \left( \bigoplus_{\nu \in \Lambda(h,k)} M^k(\sigma)y^\nu \right) \) under which the natural basis element \( \phi^\nu_{\mu,\lambda} \) of \( S_{h,k} \) maps to the endomorphism which is zero on the summand \( M^k(\sigma)y^\nu \) for \( \nu \neq \mu \) and sends \( M^k(\sigma)y^\mu \) into \( M^k(\sigma)y^\lambda \) via the homomorphism induced by right multiplication in \( M^k(\sigma) \) by \( \sum_{w \in \Sigma_{\mu} \cup \Sigma_{\lambda} \cap D_{\mu}^{-1}} T_w \).

The next theorem gives the second important connection between \( G_n \) and the \( q^d \)-Schur algebra (cf. [DJ4, Theorem 2.24(vi)]):

3.4c. Theorem. There is an algebra isomorphism

\[
S_{h,k} \xrightarrow{\sim} \text{End}_{C_{\sigma,k}} \left( \bigoplus_{\nu \in \Lambda(h,k)} \hat{Z}^\nu(\sigma) \right)
\]

under which the natural basis element \( \phi^\nu_{\mu,\lambda} \) of \( S_{h,k} \) maps to the endomorphism which is zero on the summand \( \hat{Z}^\nu(\sigma) \) for \( \nu \neq \mu \) and sends \( \hat{Z}^\nu(\sigma) \) into \( \hat{Z}^\lambda(\sigma) \) via the homomorphism induced by right multiplication in \( M^k(\sigma) \) by \( \sum_{w \in \Sigma_{\mu} \cup \Sigma_{\lambda} \cap D_{\mu}^{-1}} T_w \).
To prove this, it suffices by (3.3.5) to show that \( T_{w} \) annihilates \( \bar{\sigma}^{\mu}(\sigma)h \) for all basic transpositions \( s \in \Sigma_{\lambda} \). Right multiplication by \( h(T_{s} - 1) \) gives an \( FG_{n} \)-module homomorphism from \( \bar{\sigma}^{\mu}(\sigma) \) to \( M^{k}(\sigma) \). Obviously, \( h(T_{s} - 1) \) annihilates the submodule \( M^{k}(\sigma) y_{\mu} \) of \( \bar{\sigma}^{\mu}(\sigma) \) by (1.1b) and (1.2.2). So in fact, \( h(T_{s} - 1) \) must annihilate all of \( \bar{\sigma}^{\mu}(\sigma) \) by Lemma 3.3d(iii).

Now let \( S \) be the subalgebra of \( \text{End}_{FG_{n}} \left( \bigoplus_{\nu \in \Lambda(h,k)} \bar{\sigma}^{\nu}(\sigma) \right) \) consisting of all endomorphisms which stabilize the subspace \( \bigoplus_{\nu \in \Lambda(h,k)} M^{k}(\sigma) y_{\nu} \). Restriction gives an algebra homomorphism

\[
S \to \text{End}_{FG_{n}} \left( \bigoplus_{\nu \in \Lambda(h,k)} M^{k}(\sigma) y_{\nu} \right)
\]

which is injective by Lemma 3.3d(iii) and surjective by the previous paragraph and (3.4b). This shows in particular that the endomorphisms of \( \bigoplus_{\nu \in \Lambda(h,k)} \bar{\sigma}^{\nu}(\sigma) \) defined in the statement of the theorem are linearly independent and span \( S \). It remains to check using dimension that \( S \) equals all of \( \text{End}_{FG_{n}} \left( \bigoplus_{\nu \in \Lambda(h,k)} \bar{\sigma}^{\nu}(\sigma) \right) \). On expanding the direct sums, this will follow if we can show that

\[
\dim \text{Hom}_{FG_{n}}(\bar{\sigma}^{\mu}(\sigma), \bar{\sigma}^{\lambda}(\sigma)) = \dim \text{Hom}_{H_{k}}(N^{\lambda}, N^{\mu})
\]

for all \( \lambda, \mu \in \Lambda(h,k) \). Let \( \alpha \) and \( \beta \) be the functors defined in (3.1.1) and (3.1.2) for \( P = M^{k}(\sigma) \). We calculate using Lemma 3.3d and Lemma 3.1a:

\[
\text{Hom}_{FG_{n}}(\bar{\sigma}^{\mu}(\sigma), \bar{\sigma}^{\lambda}(\sigma)) \cong \text{Hom}_{FG_{n}}(\hat{\sigma}^{\lambda}(\sigma), \hat{\sigma}^{\mu}(\sigma))
\]

\[
\cong \text{Hom}_{FG_{n}}(\beta(N^{\lambda}), \beta(N^{\mu}))
\]

\[
\cong \text{Hom}_{H_{k}}(N^{\lambda}, \alpha \circ \beta(N^{\mu})) \cong \text{Hom}_{H_{k}}(N^{\lambda}, N^{\mu}).
\]

The result follows. \( \square \)

To proceed further, we need to utilize the properties of the Gelfand-Graev representation from §2.5. Recall the idempotent \( \gamma_{n} \in FG_{n} \) from (2.5.5) and its Levi analogue \( \gamma_{\nu} \in FG_{\nu} \) for \( \nu = (k_{1}, \ldots, k_{a}) \vdash k \). Define

\[
Y^{k}(\sigma) = FG_{n} \gamma_{n} M^{k}(\sigma),
\]

\[
Y^{\nu}(\sigma) = FG_{\nu} \gamma_{\nu} M^{\nu}(\sigma).
\]

Note these definitions are only temporary; at the end of the section, we will see that \( Y^{k}(\sigma) = Z^{k}(\sigma) \). It is obvious that \( Y^{\nu}(\sigma) \cong Y^{k_{1}}(\sigma) \boxtimes \cdots \boxtimes Y^{k_{a}}(\sigma) \), so this will also give that \( Y^{\nu}(\sigma) = Z^{\nu}(\sigma) \).

Recall for the next lemma that by definition, \( Z^{k}(\sigma) \) (resp. \( Z^{\nu}(\sigma) \)) is a submodule of \( M^{k}(\sigma) \) (resp. \( M^{\nu}(\sigma) \)).
3.4d. Lemma. For \( \nu \vdash k \),

(i) \( Y^\nu(\sigma) \) is the image of any non-zero element of the one dimensional space \( \text{Hom}_{FG}(\Gamma_{d\nu},Z^\nu(\sigma)) \);

(ii) \( *R^G_{GD} Y^k(\sigma) \cong Y^\nu(\sigma) \).

Proof. (i) According to Corollary 2.5e, the space \( \text{Hom}_{FG}(\Gamma_n,M^k(\sigma)) \) is one-dimensional and the image of a non-zero such homomorphism lies in \( Z^k(\sigma) \). So, by Frobenius reciprocity and the fact that \( \gamma_n \) is idempotent, \( Y^k(\sigma) \) is precisely the image of any non-zero element of the one dimensional space \( \text{Hom}_{FG}(\Gamma_n,Z^k(\sigma)) \).

Generalizing to the Levi analogue in the obvious way gives (i).

(ii) We first observe that \( *R^G_{GD} Y^k(\sigma) \) is non-zero. For this, note by (i) that \( Y^k(\sigma) \) is non-zero and a submodule of \( M^k(\sigma) \), so \( \text{Hom}_{FG}(\Gamma_n,M^k(\sigma)) \neq 0 \). Since \( \text{Hom}_{FG}(R^G_{GD} Y^k(\sigma),M^\nu(\sigma)) \cong \text{Hom}_{FG}(Y^k(\sigma),M^k(\sigma)) \), \( *R^G_{GD} Y^k(\sigma) \) must therefore also be non-zero.

Now let \( \theta : \Gamma_n \to Z^k(\sigma) \) be a non-zero homomorphism, with image \( Y^k(\sigma) \) by (i). Applying the exact functor \( *R^G_{GD} \), recalling that \( *R^G_{GD} \Gamma_n \cong \Gamma_{d\nu} \) and \( *R^G_{GD} Z(\sigma) \cong Z^\nu(\sigma) \) by Corollary 2.5e(i) and Lemma 3.3c, we obtain a homomorphism \( \theta : \Gamma_{d\nu} \to Z^\nu(\sigma) \) with image \( *R^G_{GD} Y^k(\sigma) \). But \( \theta \) is non-zero, and by (i) again, the image of such a non-zero homomorphism is precisely \( Y^\nu(\sigma) \).

3.4e. Lemma. Suppose that we are given \( \lambda,\mu \vdash k \) and an \( FG \)-submodule \( M \) of \( M^\mu(\sigma) \). If \( w \in D_{d\lambda,d\mu} \) is such that \( *R^G_{GD} M \neq 0 \), then \( w \) is of the form \( \pi_x \) for some \( x \in D_{\mu,\lambda} \).

Proof. By exactness of Harish-Chandra restriction, it suffices to prove this in the special case \( M = M^\mu(\sigma) \). As usual, write \( L = G(d^k) \) and \( N = M^\mu(\sigma) \). Define \( \nu \vdash n \) by \( G,=G_{d\mu} \cap \nu^{-1} G_{d\lambda} \). Then a Mackey calculation gives that

\[
*R^G_{GD} M \cong \bigoplus_{y \in D^\mu_{\nu,d^k}} \text{conj}_y \circ *R^L_{G,\nu,\nu^{-1}}(N).
\]

Since this is non-zero and \( N \) is cuspidal, there must be some \( y \in D^\mu_{\nu,d^k} \) such that \( L = L \cap \nu^{-1} G_{\nu} \), in which case \( yL = G_{\nu} \cap yL \) is a standard Levi subgroup of \( G_{\nu} \) conjugate to \( L \). But the only such Levi subgroup is \( L \) itself, so in fact \( yL = L \) and we have that \( L \subseteq G_{\nu} = G_{d\mu} \cap \nu^{-1} G_{d\lambda} \). We deduce from (2.1c) that \( \nu^{-1} = \pi_x \) for some \( x \in D_{\mu,\lambda} \).

The next Mackey calculation is of central importance.

3.4f. Lemma. For any \( \lambda,\mu \vdash k \), all of the spaces

\[
\text{Hom}_{FG}(R^G_{GD} Y_{G,\lambda}(\sigma),R^G_{GD} Y_{G,\mu}(\sigma)),
\]

\[
\text{Hom}_{FG}(R^G_{GD} \Gamma_{d\lambda},R^G_{GD} Y_{G,\mu}(\sigma)),
\]

\[
\text{Hom}_{FG}(R^G_{GD} \Gamma_{d\lambda},R^G_{GD} Z_{G,\mu}(\sigma))
\]

(3.4.1) (3.4.2) (3.4.3)
have the same dimension, namely, $|D_{\lambda,\mu}|$.

Proof. Consider (3.4.1). By the Mackey theorem and Lemma 3.4e, we have that

$$\text{Hom}_{FG_n}(R^G_{\nu,\lambda} Y^\lambda(\sigma), R^G_{\nu,\mu} Y^\mu(\sigma)) \cong \bigoplus_{w \in D_{\lambda,\mu}} H_w \cong \bigoplus_{x \in D_{\lambda,\mu}} H_{\pi_x},$$

where for $w \in \Sigma_n$,

$$H_w = \text{Hom}_{FG_{d\lambda}}(Y^\lambda(\sigma), R^G_{\nu,\lambda} \circ \text{conj}_w \circ R^G_{\nu,\mu}(Y^\mu(\sigma))).$$

So to prove the result for (3.4.1), we need to show that each $H_{\pi_x}$ is one dimensional. Fix $x \in D_{\lambda,\mu}$. Applying (2.1c), $G_{d\lambda} \cap x = G_{d\nu}$ and $G_{d\mu} \cap x^{-1} = G_{d\lambda} = G_{d\nu'}$ for some $\nu, \nu' \vdash k$. Using Lemma 3.4d(ii) and adjointness,

$$\dim H_{\pi_x} = \dim \text{Hom}_{FG_{d\nu}}(Y^{\nu'}(\sigma), \text{conj}_{\pi_x} Y^{\nu'}(\sigma)).$$

Conjugating the standard Levi subgroup $G_{d\nu'}$ by $\pi_x$ simply rearranges the diagonal blocks to obtain $G_{d\nu}$. Since $Y^{\nu'}(\sigma)$ is an outer tensor product over these diagonal blocks, we see that $\text{conj}_{\pi_x} Y^{\nu'}(\sigma) \cong Y^{\nu'}(\sigma)$. Finally, $Y^{\nu'}(\sigma)$ is a quotient of $\Gamma_{d\nu}$ and a submodule of $Z^{\nu}(\sigma)$ so Lemma 3.4d(i) implies that $\dim H_{\pi_x} = \dim \text{Hom}_{FG_{d\nu}}(Y^{\nu'}(\sigma), Y^{\nu'}(\sigma))$ is one dimensional.

This proves the lemma for (3.4.1), and the proofs for (3.4.2) and (3.4.3) are entirely similar, using instead that $R^G_{\nu,\lambda} Z^k(\sigma) \cong Z^\lambda(\sigma)$ and $R^G_{\nu,\lambda} \Gamma_n \cong \Gamma_{d\lambda}$ according to Lemma 3.3c and Corollary 2.5e(i) respectively. \qed

Now we can prove what we regard as the fundamental theorem:

3.4g. Theorem. Maintaining assumptions (A1) and (A2) from §3.2, $\tilde{Z}^{\nu}(\sigma)$ is a projective $C_{\sigma,k}$-module, for all $\nu \vdash k$. Moreover for any $h \geq k$, $\bigoplus_{\nu \in \Lambda(h,k)} \tilde{Z}^{\nu}(\sigma)$ is a projective generator for mod$(C_{\sigma,k})$.

Proof. Fix some $h \geq k$ and set

$$Z = \bigoplus_{\nu \in \Lambda(h,k)} R^G_{\nu,\lambda} Z^\nu(\sigma) \cong \bigoplus_{\nu \in \Lambda(h,k)} \tilde{Z}^\nu(\sigma),$$

$$Y = \bigoplus_{\nu \in \Lambda(h,k)} R^G_{\nu,\lambda} Y^\nu(\sigma),$$

$$Q = \bigoplus_{\nu \in \Lambda(h,k)} R^G_{\nu,\lambda} \Gamma_{d\nu}.$$ 

As $Y^{\nu}(\sigma)$ is a non-zero submodule of $Z^{\nu}(\sigma)$, it contains the simple socle $M^{\nu}(\sigma)y_{\nu}$ of $Z^{\nu}(\sigma)$ as a submodule (see Lemma 3.3b). Applying $R^G_{\nu,\lambda}$ to the inclusions $M^{\nu}(\sigma)y_{\nu} \subseteq Y^{\nu}(\sigma) \subseteq Z^{\nu}(\sigma)$, we deduce that

$$M^k(\sigma)y_{\nu} \subseteq R^G_{\nu,\lambda} Y^{\nu}(\sigma) \subseteq R^G_{\nu,\lambda} Z^{\nu}(\sigma).$$
as naturally embedded submodules of \( M^k(\sigma) \). So, \( \bigoplus_{\nu \in \Lambda(h,k)} M^k(\sigma) y_{\nu} \subseteq Y \subseteq Z \). Also observe that \( Y \) is a quotient of \( Q \), since each \( Y^\nu(\sigma) \) is a quotient of \( \Gamma_{d\nu} \).

It follows easily from Lemma 3.4f (on expanding the direct sums) that all of

\[
\text{Hom}_{FG_n}(Y,Y), \text{Hom}_{FG_n}(Q,Y), \text{Hom}_{FG_n}(Q,Z)
\]

have the same dimension, namely, \( \sum_{\lambda,\mu \in \Lambda(h,k)} |D_{\mu,\lambda}| \) which is precisely the dimension of \( S_{h,k} \) by (1.2a). Since \( Q \) is projective it contains the projective cover \( P \) of \( Y \) as a summand. Now the equality \( \dim \text{Hom}_{FG_n}(Y,Y) = \dim \text{Hom}_{FG_n}(Q,Y) \) implies that \( \dim \text{Hom}_{FG_n}(Y,Y) = \dim \text{Hom}_{FG_n}(P,Y) \). This verifies the condition in Lemma 3.2a, showing that \( Y \) is a projective \( FG_n/\text{ann}_{FG_n}(Y) \)-module.

Now we compute \( \text{End}_{FG_n}(Y) \). The fact that \( \text{Hom}_{FG_n}(Q,Y) \) and \( \text{Hom}_{FG_n}(Q,Z) \) have the same dimension implies that every \( FG_n \)-homomorphism from \( Q \) to \( Z \) has image lying in \( Y \). So since \( Y \) is certainly a quotient of \( Q \), we can describe \( Y \) alternatively as the subspace of \( Z \) spanned by the images of all \( FG_n \)-homomorphisms from \( Q \) to \( Z \). This alternative description makes it clear that \( Y \) is stable under all \( FG_n \)-endomorphisms of \( Z \). So, restriction gives a well-defined map

\[
\text{End}_{FG_n}(Z) \rightarrow \text{End}_{FG_n}(Y).
\]

It is injective since we know from Theorem 3.4c and (3.4b) that the homomorphism \( \text{End}_{FG_n}(Z) \rightarrow \text{End}_{FG_n}(\bigoplus_{\nu \in \Lambda(h,k)} M^k(\sigma) y_{\nu}) \) induced by restriction is injective. Since \( \text{End}_{FG_n}(Z) \cong S_{h,k} \) and \( \text{End}_{FG_n}(Y) \) has the same dimension as \( S_{h,k} \), we deduce that \( \text{End}_{FG_n}(Y) \cong S_{h,k} \).

For \( h \geq k \), the algebra \( S_{h,k} \) has \( \text{Par}_k \) non-isomorphic irreducible modules. Combining the previous two paragraphs and Fitting’s lemma, we deduce that \( Y \) has precisely \( \text{Par}_k \) non-isomorphic irreducible modules appearing in its head. Since \( Y \) is a direct sum of submodules of \( M^k(\sigma) \), assumption (A2) now gives that every irreducible constituent of \( M^k(\sigma) \) appears in the head of \( Y \). Hence every irreducible constituent of \( M^k(\sigma) \) appears in the head of the projective \( FG_n \)-module \( Q \). Now we know that every homomorphism from \( Q \) to \( Z \) has image lying in \( Y \), while every composition factor of \( Z/Y \) appears in the head of the projective module \( Q \). This shows \( Z = Y \).

Then, observe that \( M^k(\sigma) \) is a summand of \( Y = Z \), so

\[
\text{ann}_{FG_n}(Y) = \text{ann}_{FG_n}(M^k(\sigma)).
\]

In other words, \( FG_n/\text{ann}_{FG_n}(Y) = C_{\sigma,k} \). We have already shown that \( Y \) is a projective \( FG_n/\text{ann}_{FG_n}(Y) \)-module, which means that \( Z \) and all its summands are projective \( C_{\sigma,k} \)-modules. Taking \( h \) large enough, this shows in particular that \( R_{G_n}G_n \tilde{Z}^\nu(\sigma) \cong \tilde{Z}^\nu(\sigma) \) is projective for each \( \nu \neq k \).

It remains to show that every irreducible \( C_{\sigma,k} \)-module appears in the head of \( Z \). As \( M^k(\sigma) \) is a faithful \( C_{\sigma,k} \)-module, every irreducible \( C_{\sigma,k} \)-module appears as some composition factor of \( M^k(\sigma) \). Now we know that a copy of every composition factor of \( M^k(\sigma) \) does appear in the head of \( Z \). \( \square \)
§3.5 Standard modules

We also record at this point the following fact obtained in the proof of the theorem:

(3.4h) The submodules $Z^k(\sigma)$ and $Y^k(\sigma)$ of $M^k(\sigma)$ coincide. So $Z^k(\sigma)$ can be characterized as the image of any non-zero homomorphism from $\Gamma_n$ to $M^k(\sigma)$.

In view of (3.4h), we will not need the notation $Y^k(\sigma)$ again.

3.5. Standard modules

Choose an integer $h \geq k$ and let $S_{h,k} = S_{F,q} (h,k)$. Let $Z = \bigoplus_{\nu \in \Lambda(h,k)} \hat{Z}^\nu(\sigma)$. We always regard $Z$ as a $(C_{\sigma,k}, S_{h,k})$-bimodule, with $S_{h,k}$ acting as in Theorem 3.4c. Define the functors

$$\alpha_{\sigma,h,k} : \text{mod}(C_{\sigma,k}) \to \text{mod}(S_{h,k}), \quad \alpha_{\sigma,h,k} = \text{Hom}_{C_{\sigma,k}}(Z, ?),$$

$$\beta_{\sigma,h,k} : \text{mod}(S_{h,k}) \to \text{mod}(C_{\sigma,k}), \quad \beta_{\sigma,h,k} = Z \otimes_{S_{h,k}} ?.$$  

Because of Theorem 3.4c, Theorem 3.4g and our standing assumptions (A1) and (A2) on $\sigma$, $Z$ is a projective generator for $\text{mod}(C_{\sigma,k})$ with endomorphism algebra $S_{h,k}$, so:

(3.5a) The functors $\alpha_{\sigma,h,k}$ and $\beta_{\sigma,h,k}$ are mutually inverse equivalences of categories.

Recall now the basic facts about the representation theory of $S_{h,k}$ described in §1.2. In particular, $S_{h,k}$ is a quasi-hereditary algebra with weight poset $\Lambda^+(h,k)$ partially ordered by $\leq$. Also, for $\lambda \in \Lambda^+(h,k)$, we have the $S_{h,k}$-modules $L_h(\lambda)$, $\Delta_h(\lambda)$ and $\nabla_h(\lambda)$. For $\lambda \vdash k$, we can regard its transpose $\lambda'$ as an element of $\Lambda^+(h,k)$, since $h \geq k$. Define the $C_{\sigma,k}$-modules (hence $FG_n$-modules, inflating in the usual way):

$$L(\sigma, \lambda) = \beta_{\sigma,h,k}(L_h(\lambda')),$$

$$\Delta(\sigma, \lambda) = \beta_{\sigma,h,k}(\Delta_h(\lambda')),$$

$$\nabla(\sigma, \lambda) = \beta_{\sigma,h,k}(\nabla_h(\lambda')),$$

for any partition $\lambda \vdash k$. For example, as we shall see shortly, if $\sigma = 1$ then $L(1, (n)) = \Delta(1, (n)) = \nabla(1, (n))$ is the trivial $FG_n$-module, while the (not necessarily irreducible) modules $\Delta(1, (1^n))$ and $\nabla(1, (1^n))$ are modular reductions of the Steinberg module.

Since $\beta_{\sigma,h,k}$ is a Morita equivalence, we see at once that the algebra $C_{\sigma,k}$ is a quasi-hereditary algebra with weight poset $\{ \lambda \vdash k \}$ partially ordered by $\geq$ (the opposite order to $S_{h,k}$ since we have transposed partitions). Moreover, $\{L(\sigma, \lambda)\}$, $\{\Delta(\sigma, \lambda)\}$ and $\{\nabla(\sigma, \lambda)\}$ for all $\lambda \vdash k$ give the irreducible, standard and costandard $C_{\sigma,k}$-modules. Recall also that $FG_n$ possesses the anti-automorphism $\tau$, induced by taking transpose matrices. Since $M^k(\sigma)^\tau \cong M^k(\sigma)$ by Corollary 2.2f, $\tau$ factors to induce an anti-automorphism of the quotient $C_{\sigma,k} = FG_n/\text{ann}_{FG_n}(M^k(\sigma))$. So
we also have a notion of contravariant duality on mod($C_{σ,k}$), and moreover, as this is true even as $FG_{ν}$-modules, $L(σ, λ)^{r} \cong L(σ, λ)$ for each $λ \vdash k$. The following basic facts now follow immediately from the Morita equivalence or from standard properties of quasi-hereditary algebras (cf. (1.2d)).

(3.5b) (i) $Δ(σ, λ)$ has simple head isomorphic to $L(σ, λ)$, and all other composition factors are of the form $L(σ, μ)$ for $μ > λ$.

(ii) For $λ, μ \vdash k$, $[Δ(σ, λ) : L(σ, μ)] = [Δ_{h}(λ') : L_{h}(μ')]$.

(iii) For $λ \vdash k$, $L(σ, λ)^{r} \cong L(σ, λ)$ and $Δ(σ, λ)^{r} \cong ν(σ, λ)$.

We pause to explain why the definitions (3.5.3)–(3.5.5) are independent of the particular choice of $h \geq k$. Take $h \geq l \geq k$ and, as explained in §1.5, identify $S_{l,k}$ with the subring $eS_{h,k}e$ of $S_{h,k}$, where $e = e_{h,l}$ is the idempotent of (1.5.1). Recall the equivalence of categories $\text{infl}_{S_{l,k}} : \text{mod}(S_{l,k}) \rightarrow \text{mod}(S_{h,k})$ from (1.5.3) and (1.5a).

3.5c. Lemma. The functors

$$\beta_{σ, h, k} \circ \text{infl}_{S_{l,k}} : \text{mod}(S_{l,k}) \rightarrow \text{mod}(C_{σ,k})$$

and

$$\beta_{σ, l, k} : \text{mod}(S_{l,k}) \rightarrow \text{mod}(C_{σ,k})$$

are isomorphic.

Proof. The module $\bigoplus_{λ \vdash h(l, k)} Zλ^{\lambda}(σ)$ is precisely the $(C_{σ,k}, S_{l,k})$-submodule $Ze$ of $Z$. So, the functor $β_{σ, l, k}$ is by definition the functor $Ze \otimes e_{S_{h,k}e}$? Now associativity of tensor product gives the isomorphism

$$Z \otimes_{S_{h,k}} (S_{h,k}e \otimes e_{S_{h,k}e}) \otimes e_{S_{h,k}e} M \cong Ze \otimes e_{S_{h,k}e} \otimes e_{S_{h,k}e} M$$

for any $M \in \text{mod}(S_{l,k})$. The isomorphism is clearly functorial. □

Now by (1.5a) and (1.5b), $L_{h}(λ') \cong \text{infl}_{S_{l,k}} L_{l}(λ')$. So Lemma 3.5c shows immediately that $β_{σ, l, k}(L_{l}(λ')) \cong β_{σ, h, k}(L_{h}(λ'))$ as $C_{σ,k}$-modules. Hence, the definition (3.5.3) is independent of the choice of $h$, and the same argument gives independence of $h$ for (3.5.4) and (3.5.5).

The next goal is to give two alternative definitions of the standard module $Δ(σ, λ)$ without reference to the Schur algebra. Since $L(σ, λ)$ is the simple head of $Δ(σ, λ)$, this also gives a more implicit realization of irreducibles. First, recalling the definitions (1.3.3) and (1.3.4), we have the following lemma which motivates our choice of notation:

3.5d. Lemma. For $ν \vdash k$, $Zλ^{\nu}(σ) \cong β_{σ, h, k}(Z^{\nu}(V_{h}))$ and $Zλ^{\nu}(σ) \cong β_{σ, h, k}(Λ^{\nu}(V_{h}))$.

Proof. By (1.3b)(i), $Z^{\nu}(V_{h})$ is isomorphic to the left ideal $S_{h,k}φ^{1}_{ν,ν}$ of $S_{h,k}$. By Lemma 3.1f, $β_{σ, h, k}(S_{h,k}φ^{1}_{ν,ν}) \cong Zφ^{1}_{ν,ν}$, which is precisely the summand $Zλ^{\nu}(σ)$ of $Z$ by the definition of the action of $φ^{1}_{ν,ν}$ from Theorem 3.4c.
Similarly, by (1.3b)(ii), $\Lambda^\nu(V_h) \cong S_{h,k}(\kappa(y_\nu))$, so $\beta_{h,k}(S_{h,k}(\kappa(y_\nu))) \cong Z_\kappa(y_\nu)$. By definition of the embedding $\kappa$ from (1.2b), together with (1.1c) and Theorem 3.4c,

$$Z\kappa(y_\nu) = M^k(\sigma)y_\nu^\# = M^k(\sigma)x_\nu = \dot{\Lambda}^\nu(\sigma)$$

as required. □

Now we obtain the desired characterizations of $\Delta(\sigma,\lambda)$. Recall the definition of $u_\lambda \in \Sigma_k$ from (1.1d).

3.5e. **Theorem.** For $\lambda \vdash k$,

(i) the space $\text{Hom}_{C_{\sigma,k}}(\dot{Z}^\lambda(\sigma),\dot{\Lambda}^\lambda(\sigma))$ is one dimensional, and the image of any non-zero such homomorphism is isomorphic to $\Delta(\sigma,\lambda)$;

(ii) $\Delta(\sigma,\lambda)$ is isomorphic to the submodule $\dot{Z}^\lambda(\sigma)T_{u_\lambda}x_\lambda$ of $M^k(\sigma)$.

**Proof.** (i) This is immediate from Lemma 3.5d, the definition (3.5.4) and (1.3d), since $\beta_{h,k}$ is an equivalence of categories.

(ii) First observe that $\dot{Z}^\lambda(\sigma)T_{u_\lambda}x_\lambda$ is both a homomorphic image of $\dot{Z}^\lambda(\sigma)$ and a submodule of $\dot{\Lambda}^\lambda(\sigma)$. So in view of (i), the result will follow once we show that $\dot{Z}^\lambda(\sigma)T_{u_\lambda}x_\lambda$ is non-zero. Well, $\dot{Z}^\lambda(\sigma)$ contains $M^k(\sigma)y_\lambda$ as a submodule. Moreover, $M^k(\sigma)y_\lambda T_{u_\lambda}x_\lambda$ is non-zero, as $M^k(\sigma)$ is a faithful $H_k$-module and $y_\lambda T_{u_\lambda}x_\lambda \neq 0$ by (1.1d). □

3.5f. **Remark.** In [J2, Definition 7.7], James defines right $FG_n$-modules $S(\sigma,\lambda)$ for each $\lambda \vdash k$. In view of (3.4h), Theorem 3.5e(ii) is a left module analogue of James’ definition.

As we did in §1.2, we will write $\tilde{M}$ for the right $C_{\sigma,k}$-module obtained from $M \in \text{mod}(C_{\sigma,k})$ by twisting the left action into a right action using $\tau$. In this way, we obtain right $C_{\sigma,k}$-modules $\tilde{\Delta}(\sigma,\lambda), \tilde{L}(\sigma,\lambda)$ and $\tilde{\nabla}(\sigma,\lambda)$. Now we conclude the section with some extensions of (1.2e):

3.5g. **Theorem.** (i) $C_{\sigma,k}$ has a filtration as a $(C_{\sigma,k},C_{\sigma,k})$-bimodule with factors isomorphic to $\Delta(\sigma,\lambda) \otimes \tilde{\Delta}(\sigma,\lambda)$, each appearing precisely once for each $\lambda \vdash k$ and ordered in any way refining the dominance order on partitions so that factors corresponding to most dominant $\lambda$ appear at the top of the filtration.

(ii) $Z = \bigoplus_{\nu \in \Lambda(h,k)} \dot{Z}^\nu(\sigma)$ has a filtration as a $(C_{\sigma,k},S_{h,k})$-bimodule with factors $\Delta(\sigma,\lambda) \otimes \tilde{\Delta}_h(\lambda')$ appearing precisely once for each $\lambda \vdash k$ and ordered in any way refining the dominance order so that factors corresponding to most dominant $\lambda$ appear at the top of the filtration.

**Proof.** (i) This follows immediately from the general theory of quasi-hereditary algebras, in the same way as explained after (1.2e).
(ii) The functor $Z \otimes_{S_{h,k}}?$ can also be viewed as an exact functor from the category of $(S_{h,k}, S_{h,k})$-bimodules to the category of $(C_{\sigma,k}, S_{h,k})$-bimodules. Clearly,

$$Z \otimes_{S_{h,k}} (\Delta_h(\lambda) \otimes \tilde{\Delta}_h(\lambda)) \cong (Z \otimes_{S_{h,k}} \Delta_h(\lambda)) \otimes \tilde{\Delta}_h(\lambda)$$

$$\cong \Delta(\sigma', \lambda') \otimes \tilde{\Delta}_h(\lambda).$$

So now applying $Z \otimes_{S_{h,k}}?$ to the filtration of (1.2e) gives the result. □
Chapter 4

Further connections and applications

In this chapter, we prove a number of results that supplement the main Morita theorem of the previous chapter. In particular, we make precise the idea that tensor products in the quantum linear group correspond to Harish-Chandra induction under the Morita equivalence, and extend the Morita theorem both to the ground ring \( \mathcal{O} \) and to \( p \)-singular elements \( \sigma \).

4.1. Base change

Let \( \sigma \in F_q^\times \) be of degree \( d \) over \( F_q \) satisfying the conditions (A1) and (A2) from §3.2. Write \( n = kd \) for some \( k \geq 1 \) and let \( R \) denote one of the rings \( F, K \) or \( \mathcal{O} \). Recall that we have defined the \((RG_n, H_{k,R})\)-bimodule \( M^k(\sigma)_R \) in (2.4.2), with \( M^k(\sigma) = M^k(\sigma)_F \). Define

\[
Z^k(\sigma)_R = \{ m \in M^k(\sigma)_R | mh = \mathcal{E}_{H_{k,R}}(h)m \text{ for all } h \in H_{k,R} \},
\]

so our original module \( Z^k(\sigma) \) from (3.3.2) is precisely \( Z^k(\sigma)_F \).

4.1a. Lemma. \( Z^k(\sigma)_{\mathcal{O}} \) is an \( \mathcal{O} \)-free \( \mathcal{O} \)-module of finite rank, with

\[
K \otimes_{\mathcal{O}} Z^k(\sigma)_{\mathcal{O}} \cong Z^k(\sigma)_K,
\]

\[
F \otimes_{\mathcal{O}} Z^k(\sigma)_{\mathcal{O}} \cong Z^k(\sigma)_F.
\]

Proof. Recalling that \( M^k(\sigma)_{\mathcal{O}} \) is an \( \mathcal{O} \)-lattice in \( M^k(\sigma)_K \), we have by definition that

\[
Z^k(\sigma)_{\mathcal{O}} = Z^k(\sigma)_K \cap M^k(\sigma)_{\mathcal{O}}.
\]

It is immediate from this that \( Z^k(\sigma)_{\mathcal{O}} \) is an \( \mathcal{O} \)-lattice in \( Z^k(\sigma)_K \), and also that it is a pure submodule of \( M^k(\sigma)_{\mathcal{O}} \) (see [La, 17.1(i)]). Consequently, the natural map \( i : F \otimes_{\mathcal{O}} Z^k(\sigma)_{\mathcal{O}} \rightarrow M^k(\sigma)_F \) induced by the embedding \( Z^k(\sigma)_{\mathcal{O}} \hookrightarrow M^k(\sigma)_{\mathcal{O}} \) is also
an embedding. Clearly, since the action of $H_k$ on $M^k(\sigma)$ is compatible with base
change, the image of $i$ is contained in $Z^k(\sigma)_F$.

Now for $R = F, K$ or $O$, let $Y^k(\sigma)_R$ denote the submodule of $M^k(\sigma)_R$ spanned by
the images of all $RG_n$-homomorphisms from $\Gamma_{n,R}$ to $Z^k(\sigma)_R$. Since $\Gamma_n$ is projective,
any $FG_n$-homomorphism from $\Gamma_n$ to $M^k(\sigma)$ is induced by base change from some
$OG_n$-homomorphism from $\Gamma_{n,O}$ to $M^k(\sigma)_O$. It follows directly that the natural (not
necessarily injective) map from $F \otimes_O Y^k(\sigma)_O$ to $M^k(\sigma)_F$ has image $Y^k(\sigma)_F$. Now
by Corollary 2.5e(iii), $Y^k(\sigma)_O \subseteq Z^k(\sigma)_O$, so we deduce that the image of $i$ contains
$Y^k(\sigma)_F$.

Finally, we appeal to (3.4h), where we observed that $Y^k(\sigma)_F = Z^k(\sigma)_F$. So
the two previous paragraphs show in fact that $i : F \otimes_O Z^k(\sigma)_O \rightarrow Z^k(\sigma)_F$ is an
isomorphism. \hfill \Box

For $\nu \vdash k$, let $H_{\nu,R}$ denote the parabolic subalgebra of $H_{k,R}$ with sign representation $E_{H_{\nu,R}}$. Define

$$\tilde{Z}^\nu(\sigma)_R = \{m \in M^k(\sigma)_R \mid mh = E_{H_{\nu,R}}(h)m \text{ for all } h \in H_{\nu,R}\},$$

(4.1.1)

so our original module $\tilde{Z}^\nu(\sigma)$ from (3.3.5) is precisely $\tilde{Z}^\nu(\sigma)_F$. For $\nu = (k_1, \ldots, k_u)$,
$\tilde{Z}^\nu(\sigma) \cong R_{\nu,\mathbb{Z}} Z_{k_1}(\sigma) \boxtimes \cdots \boxtimes Z_{k_u}(\sigma)$ (cf. the comments after (3.3.6)). So since Harish-
Chandra induction commutes with base change, we deduce from Lemma 4.1a that:

(4.1b) $\tilde{Z}^\nu(\sigma)_O$ is an $O$-free $O$-module of finite rank, with

$$K \otimes_O \tilde{Z}^\nu(\sigma)_O \cong \tilde{Z}^\nu(\sigma)_K,$$

$$F \otimes_O \tilde{Z}^\nu(\sigma)_O \cong \tilde{Z}^\nu(\sigma)_F.$$

Now we can define standard modules over $O$. For $R = F, K$ or $O$ and $\lambda \vdash k$, set

$$\Delta(\sigma, \lambda)_R = \tilde{Z}^\lambda(\sigma)_RT_{\lambda,x_\lambda}.$$

By Theorem 3.5e, $\Delta(\sigma, \lambda)_F \cong \Delta(\sigma, \lambda)$.

4.1c. **Theorem.** $\Delta(\sigma, \lambda)_O$ is $O$-free of finite rank with

$$K \otimes_O \Delta(\sigma, \lambda)_O \cong \Delta(\sigma, \lambda)_K,$$

$$F \otimes_O \Delta(\sigma, \lambda)_O \cong \Delta(\sigma, \lambda)_F.$$

Moreover, the character of the $KG_n$-module $\Delta(\sigma, \lambda)_K$ is precisely $\chi_{\sigma,\lambda}$, so $\Delta(\sigma, \lambda)$
is the reduction modulo $p$ of a $KG_n$-module affording the character $\chi_{\sigma,\lambda}$.

**Proof.** First observe that $\Delta(\sigma, \lambda)_O$ is torsion free as it is a submodule of the torsion
free $O$-module $M^k(\sigma)_O$. There is a natural map $K \otimes_O \Delta(\sigma, \lambda)_O \rightarrow M^k(\sigma)_K$,
which is injective as $K$ is flat over $O$. One easily checks that its image is precisely
\[ \Delta(\sigma, \lambda)_K, \text{ hence proving that } \Delta(\sigma, \lambda)_O \text{ is an } \mathcal{O}-\text{lattice in } \Delta(\sigma, \lambda)_K. \text{ Hence, in particular, } \Delta(\sigma, \lambda)_O \text{ has rank equal to } \dim \Delta_k(\sigma, \lambda)_K. \text{ Now applying Theorem 3.5g(ii) (or rather, its easier analogue over } K), \text{ taking } h = k \text{ for definiteness, we see that} \]

\[
\sum_{\nu \in \Lambda(k,k)} \dim \check{Z}^\nu(\sigma)_K = \sum_{\lambda'=k} \left( \dim \Delta(\sigma, \lambda)_K \right) \left( \dim \Delta_k(\lambda')_K \right)
\]

where \( \Delta_k(\lambda')_K \) denotes the (irreducible) standard module for the Schur algebra algebra \( S_{K,\phi'}(k,k) \) over \( K \). Using (4.1b), \( \dim \check{Z}^\nu(\sigma)_K = \dim \check{Z}^\nu(\sigma)_F \), while it is well-known that the dimension of standard modules for the Schur algebra do not depend on the ground field. So, we see that

\[
\sum_{\nu \in \Lambda(k,k)} \dim \check{Z}^\nu(\sigma)_F = \sum_{\lambda'=k} \left( \dim \Delta(\sigma, \lambda)_F \right) \left( \dim \Delta_k(\lambda')_F \right).
\]

Now again, there is a natural map \( i : F \otimes_\mathcal{O} \Delta(\sigma, \lambda)_\mathcal{O} \to M^k(\sigma)_\mathcal{O} \) induced by the embedding \( \Delta(\sigma, \lambda)_\mathcal{O} \hookrightarrow M^k(\sigma)_\mathcal{O} \), with image \( \Delta(\sigma, \lambda)_F \). This shows that \( \dim \Delta(\sigma, \lambda)_K \geq \dim \Delta(\sigma, \lambda)_F \). On the other hand, applying Theorem 3.5g(ii) over \( F \), we have that

\[
\sum_{\nu \in \Lambda(k,k)} \dim \check{Z}^\nu(\sigma)_F = \sum_{\lambda'=k} \left( \dim \Delta(\sigma, \lambda)_F \right) \left( \dim \Delta_k(\lambda')_F \right).
\]

Comparing with our previous expression, we see that \( \dim \Delta(\sigma, \lambda)_K \) must actually equal \( \dim \Delta(\sigma, \lambda)_F \) for all \( \lambda \vdash k \), hence that \( i \) is injective.

It remains to explain why \( \Delta(\sigma, \lambda)_K \) has character \( \chi_{\sigma,\lambda} \). Write \( \lambda = (l_1, \ldots, l_n) \) and \( \lambda' = (l'_1, \ldots, l'_b) \). First observe by (1.1e) and (2.3f) that \( \chi_{\sigma,\lambda} \) is the unique irreducible character that is a constituent of both of the characters \( R_{G^\mathcal{O}_{\delta}}(\chi_{\sigma,(l_1)} \cdots \chi_{\sigma,(l_n)}) \) and \( R_{G^\mathcal{O}_{\delta'}}(\chi_{\sigma,(l'_1)} \cdots \chi_{\sigma,(l'_b)}) \). So recalling Lemma 2.5c, the modules

\[
M^k(\sigma)_K x_\lambda \cong R_{G^\mathcal{O}_{\delta}}(M^\lambda(\sigma)_K x_\lambda),
\]

\[
M^k(\sigma)_K y_{\lambda'} \cong R_{G^\mathcal{O}_{\delta'}}(M^{\lambda'}(\sigma)_K y_{\lambda'})
\]

have a unique irreducible composition factor in common, with character \( \chi_{\sigma,\lambda} \). But in characteristic zero, \( \check{Z}^{\lambda'}(\sigma)_K = M^k(\sigma)_K y_{\lambda'} \) as then \( y_{\lambda'} \) is an idempotent (up to a non-zero scalar). So by definition, \( \Delta(\sigma, \lambda)_K = M^k(\sigma)_K y_{\lambda'} T_{u_k} x_\lambda \) so is an irreducible quotient of \( M^k(\sigma)_K y_{\lambda'} \) and an irreducible submodule of \( M^k(\sigma)_K x_\lambda \). So \( \Delta(\sigma, \lambda)_K \) does indeed have character \( \chi_{\sigma,\lambda} \). \( \square \)

Using Theorem 4.1c, we can extend all our earlier results to the ground ring \( \mathcal{O} \). For \( R = F, K \) or \( \mathcal{O} \), set

\[
C_{\sigma,k,R} = C_{R,(\sigma)^k}(GL_n(F_q)) = RG_n / \text{ann}_{RG_n}(M^k(\sigma)_R).
\]

So, \( C_{\sigma,k,F} \) is precisely the algebra \( C_{\sigma,k} \) as defined in (3.2.1). We call \( C_{\sigma,k,R} \) the cuspidal algebra over \( R \). Note that if \( \sigma \) is \( p \)-regular, \( C_{\sigma,k,R} \) is in fact a quotient of the block algebra \( B_{\sigma,k,R} \) introduced at the end of §2.4.
4.1d. **Theorem.** Maintaining the assumptions (A1) and (A2) on σ from §3.2, let

(i) \( C_{\sigma,k,O} \) is \( O \)-free of finite rank with \( K \otimes_O C_{\sigma,k,O} \cong C_{\sigma,k,K} \) and \( F \otimes_O C_{\sigma,k,O} \cong C_{\sigma,k,F} \);

(ii) for each \( \nu = k, \hat{Z}^\nu(\sigma)_O \) is a projective \( C_{\sigma,k,O} \)-module;

(iii) the endomorphism algebra \( \text{End}_{C_{\sigma,k,O}}(\bigoplus_{\nu \in \Lambda(h,k)} \hat{Z}^\nu(\sigma)_O) \) is isomorphic to the \( q^d \)-Schur algebra \( S_{O,q^d}(h,k) \);

(iv) for \( h \geq k, \bigoplus_{\nu \in \Lambda(h,k)} \hat{Z}^\nu(\sigma)_O \) is a projective generator for \( \text{mod}(C_{\sigma,k,O}) \), so \( C_{\sigma,k,O} \) is Morita equivalent to \( S_{O,q^d}(h,k) \).

**Proof.** (i) By definition, \( C_{\sigma,k,R} \) is the \( R \)-submodule of \( \text{End}_R(M^k(\sigma)_R) \) spanned by the images of the elements of \( G_n \). So it is finitely generated, \( C_{\sigma,k,O} \) is contained in \( C_{\sigma,k,K} \) and spans \( C_{\sigma,k,K} \) over \( K \). This shows that \( C_{\sigma,k,O} \) is an \( O \)-lattice in \( C_{\sigma,k,K} \).

Tensoring the inclusion \( C_{\sigma,k,O} \hookrightarrow \text{End}_O(M^k(\sigma)_O) \) with \( F \), we obtain a natural map \( F \otimes_O C_{\sigma,k,O} \to F \otimes_O \text{End}_O(M^k(\sigma)_O) \cong \text{End}_F(M^k(\sigma)_F) \) whose image is clearly \( C_{\sigma,k,F} \). To show that this surjection is injective, we need to check that \( \text{dim} C_{\sigma,k,K} = \text{dim} C_{\sigma,k,F} \).

By Theorem 3.5g(i), its analogue over \( K \) and Theorem 4.1c:

\[
\text{dim} C_{\sigma,k,F} = \sum_{\lambda \vdash k} (\text{dim} \Delta(\sigma, \lambda)_K)^2 = \sum_{\lambda \vdash k} (\text{dim} \Delta(\sigma, \lambda)_K)^2 = \text{dim} C_{\sigma,k,K}.
\]

(ii) As \( \hat{Z}^\nu(\sigma)_F \) is a projective \( C_{\sigma,k,F} \)-module from Theorem 3.4g, we see from (i) and lifting idempotents (e.g. see [La, 14.4]) that it has a unique lift to a projective \( C_{\sigma,k,O} \)-module. This must be \( \hat{Z}^\nu(\sigma)_O \) thanks to (4.1b).

(iii) Write \( E_R \) for \( \text{End}_{C_{\sigma,k,R}}(\bigoplus_{\nu \in \Lambda(h,k)} \hat{Z}^\nu(\sigma)_R) \). We know by Theorem 3.4c (or its analogue over \( K \)) that \( E_F \cong S_{F,q^d}(h,k) \) and \( E_K \cong S_{K,q^d}(h,k) \). Moreover, \( E_O \) is an \( O \)-lattice in \( E_K \) and there is a natural embedding \( F \otimes_O E_O \hookrightarrow E_F \) which is an isomorphism by dimension. So we can identify \( K \otimes O E_O \) with \( E_K \) and \( F \otimes_O E_O \) with \( E_F \).

Now, the basis element \( \phi^u_{\mu,\lambda} \) of \( E_K \cong S_{K,q^d}(h,k) \) acts as zero on all summands except \( \hat{Z}^\nu(\sigma)_K \) where it is induced by right multiplication by \( h = \sum_{w \in \Sigma, w \Sigma \lambda \cap D_\mu} T^w \).

By (4.1.1), \( \hat{Z}^\nu(\sigma)_O \cong \hat{Z}^\nu(\sigma)_K \cap M^k(\sigma)_O \). Also, \( h \) lies in \( H_{O,q^d}(\Sigma_k) \) so stabilizes \( M^k(\sigma)_O \). Hence, \( \hat{Z}^\nu(\sigma)_O \) restricts to give a well-defined element of \( E_O \). We have constructed an isomorphic copy \( S_O \) of \( S_{O,q^d}(h,k) \) in \( E_O \), namely, the \( O \)-span of the standard basis elements \( \phi^u_{\mu,\lambda} \in S_{K,q^d}(h,k) \).

It remains to show that \( S_O = E_O \). We have a short exact sequence \( 0 \to S_O \to E_O \to Q_O \to 0 \) of \( O \)-modules. To prove that \( Q_O = 0 \), it suffices to show that \( F \otimes_O Q_O = 0 \). Tensoring with \( F \), we have an exact sequence

\[
F \otimes_O S_O \to E_F \to F \otimes_O Q_O \to 0.
\]

Now, the map \( i \) sends \( 1 \otimes \phi^u_{\mu,\lambda} \) to the corresponding endomorphism \( \phi^u_{\mu,\lambda} \) defined as in Theorem 3.4c. Hence, \( i \) is injective so an isomorphism by dimension. We deduce that \( F \otimes_O Q_O = 0 \) to complete the proof.
(iv) We have seen in (ii) that $\bigoplus_{\nu \in \Lambda(h,k)} \mathcal{Z}^\nu(\sigma)_{\mathcal{O}}$ is a projective $C_{\sigma,k,\mathcal{O}}$-module. It is a generator because this is so on tensoring with $F$, using (i) and Theorem 3.4g. The statement about Morita equivalence follows directly from this and (iii).

4.1. **Remark.** We remark that the fundamental theorem of Cline, Parshall and Scott [CPS3, §9] follows easily at this point from Theorem 4.1d and the results of §2.4. We refer the reader to loc. cit. for the precise statement, as well as for applications to cohomology of $FG_n$.

### 4.2. Connecting Harish-Chandra induction with tensor products

Let $\sigma \in \mathbb{F}_q^\times$ be of degree $d$ over $\mathbb{F}_q$ satisfying the conditions (A1) and (A2) from §3.2. For any $h \geq k \geq 1$, $S_{h,k}$ denotes the algebra $S_{\mathcal{F},q}(h,k)$ and $\beta_{\sigma,h,k}$ is the functor of (3.5.2), but regarded now as a functor from mod($\mathcal{S}$) to mod($\mathcal{S}_F$) via the evident full embedding mod($\mathcal{C}_{\sigma,h,k}$) $\hookrightarrow$ mod($\mathcal{S}_F$). Now fix integers $h \geq k \geq 1$, a composition $\nu = (k_1, \ldots, k_n) \vdash k$ and set $n = kd$.

The main result of the section relates tensor products in the quantum linear group to Harish-Chandra induction in the finite linear group, as follows:

4.2a. **Theorem.** The following functors are isomorphic:

$$R_{\mathcal{G},n}^H(\beta_{\sigma,h,k_1} \otimes \cdots \otimes \beta_{\sigma,h,k_n}) : \text{mod}(S_{h,k_1}) \times \cdots \times \text{mod}(S_{h,k_n}) \rightarrow \text{mod}(FG_n),$$

$$\beta_{\sigma,h,k}(? \otimes \cdots \otimes ?) : \text{mod}(S_{h,k_1}) \times \cdots \times \text{mod}(S_{h,k_n}) \rightarrow \text{mod}(FG_n).$$

**Proof.** Choose $\mu = (h_1, \ldots, h_a) \vdash h$ with each $h_i \geq k_i$. Let $S_{\mu,\nu}$ denote the algebra $S_{h_1,k_1} \otimes \cdots \otimes S_{h_a,k_a}$ for short. Write $\Lambda(\mu,\nu)$ for the set of all compositions $\gamma = (g_1, \ldots, g_h) \in \Lambda(h,k)$ such that, defining $\gamma_1 = (g_1, \ldots, g_{h_1}), \gamma_2 = (g_{h_1+1}, \ldots, g_{h_1+h_2}), \ldots, \gamma_n = (g_{h_1+\cdots+h_{n-1}+1}, \ldots, g_h)$, we have that $\gamma_i \in \Lambda(h_i, k_i)$ for each $i = 1, \ldots, a$. Consider the set of triples:

$$\Omega = \{(\gamma, \delta, u) \mid \gamma, \delta \in \Lambda(\mu,\nu), u \in D_{\gamma,\delta}^\nu\}.$$

For a triple $(\gamma, \delta, u) \in \Omega$, so that $\gamma_i, \delta_i \in \Lambda(h_i, k_i)$ for each $i = 1, \ldots, n$, a, we have that $u = (u_1, \ldots, u_a) \in \Sigma_\nu = \Sigma_{k_1} \times \cdots \times \Sigma_{k_a}$ with each $u_i \in D_{\gamma_i,\delta_i}$; so we can associate the element

$$\tilde{\phi}_{\gamma,\delta}^u = \phi_{\gamma_1,\delta_1}^{u_1} \otimes \cdots \otimes \phi_{\gamma_n,\delta_n}^{u_n}$$

of $S_{\mu,\nu}$. The set $\{\tilde{\phi}_{\gamma,\delta}^u \mid (\gamma, \delta, u) \in \Omega\}$ gives a natural basis for the algebra $S_{\mu,\nu}$.

Now define

$$Z = \bigoplus_{\lambda \in \Lambda(h,k)} R_{\mathcal{G},d}^H Z^\lambda(\sigma) \cong \bigoplus_{\lambda \in \Lambda(h,k)} \mathcal{Z}^\lambda(\sigma),$$

$$Z_{\nu} = \bigoplus_{\lambda \in \Lambda(\mu,\nu)} R_{\mathcal{G},d}^H Z^\lambda(\sigma) \cong \bigotimes_{\lambda_1 \in \Lambda(h_1,k_1)} \mathcal{Z}^{\lambda_1}(\sigma) \otimes \cdots \otimes \bigotimes_{\lambda_a \in \Lambda(h_a,k_a)} \mathcal{Z}^{\lambda_a}(\sigma).$$
We regard $Z$ as an $(FG_n, S_{h,k})$-bimodule in the usual way, and also view $Z_\nu$ as an $(FG_{d_\nu}, S_{\mu,\nu})$-bimodule, where the action of $S_{\mu,\nu} = S_{h_1,k_1} \otimes \cdots \otimes S_{h_n,k_n}$ on $Z_\nu$ is as described in Theorem 3.4c for each term in the above outer tensor product.

Then, $R_{G_{d_\nu}}^{G_n} Z_\nu$ is an $(FG_n, S_{\mu,\nu})$-bimodule in a natural way. Moreover, by transitivity of Harish-Chandra induction,

$$R_{G_{d_\nu}}^{G_n} Z_\nu \cong \bigoplus_{\lambda \in \Lambda(\mu,\nu)} \hat{Z}_\lambda(\sigma),$$

so $R_{G_{d_\nu}}^{G_n} Z_\nu$ can be identified with the summand $Z e_\nu$ of the $(FG_n, S_{h,k})$-bimodule $Z$, where $e_\nu$ is the idempotent

$$e_\nu = \sum_{\lambda \in \Lambda(\mu,\nu)} \phi_{\lambda,\lambda}^1 \in S_{h,k}.$$

Identifying $e_\nu S_{h,k} e_\nu$ with $\text{End}_{FG_n}(Z e_\nu)$, we obtain an algebra embedding of $S_{\mu,\nu}$ into $e_\nu S_{h,k} e_\nu$. By definition of the actions of $S_{\mu,\nu}$ and $e_\nu S_{h,k} e_\nu$ on $Z e_\nu$ and Lemma 3.2f(i), this embedding maps the basis element $\hat{\phi}_{\gamma,\delta} e_\nu S_{\mu,\nu}$ to $\hat{\phi}_{\gamma,\delta}^\mu \in e_\nu S_{h,k} e_\nu$, for all $(\gamma, \delta, u) \in \Omega$. In other words:

(4.2b) Identifying $S_{\mu,\nu}$ with a subalgebra of $e_\nu S_{h,k} e_\nu$ via the map $\hat{\phi}_{\gamma,\delta}^\nu \mapsto \hat{\phi}_{\gamma,\delta}^\mu$, the $(FG_n, S_{\mu,\nu})$-bimodule $R_{G_{d_\nu}}^{G_n} Z_\nu$ is isomorphic to $Z e_\nu$, regarding the latter as an $(FG_n, S_{\mu,\nu})$-bimodule by restricting the natural action of $e_\nu S_{h,k} e_\nu$ to $S_{\mu,\nu}$.

Now let $S_{\mu,k}$ denote the Levi subalgebra of $S_{h,k}$ as in (1.3g). Recalling the decomposition (1.3.8), the idempotent $e_\nu \in S_{h,k}$ is precisely the central idempotent of $S_{\mu,k}$ such that $e_\nu S_{\mu,k} e_\nu$ is isomorphic to $S_{\mu,k}$. So in fact, the embedding of $S_{\mu,\nu}$ into $e_\nu S_{h,k} e_\nu$ from (4.2b) identifies $S_{\mu,\nu}$ with the summand $e_\nu S_{\mu,k} e_\nu$ of $S_{\mu,k}$. Making this identification, define the functor

$$I : \text{mod}(S_{\mu,\nu}) \to \text{mod}(S_{h,k}), \quad I = S_{h,k} e_\nu \otimes_{e_\nu S_{\mu,k} e_\nu} ?.$$

Using associativity of tensor product, the functor $I$ can be thought of as the composite of the natural inflation functor $S_{\mu,k} e_\nu \otimes_{e_\nu S_{h,k} e_\nu} ? : \text{mod}(S_{\mu,\nu}) \to \text{mod}(S_{h,k})$ followed by ordinary induction $\text{ind}_{S_{\mu,k}}^{S_{h,k}} : \text{mod}(S_{\mu,k}) \to \text{mod}(S_{h,k})$ as defined in §1.5. In view of this, the following fundamental fact follows immediately from Theorem 1.5d:

(4.2c) The following functors are isomorphic:

$$I(\times \cdots \times ?) : \text{mod}(S_{h_1,k_1}) \times \cdots \times \text{mod}(S_{h_n,k_n}) \to \text{mod}(S_{h,k}),$$

$$\text{ind}_{S_{h_1,k_1}}^{S_{h,k_1}} \otimes \cdots \otimes \text{ind}_{S_{h_n,k_n}}^{S_{h,k_n}} : \text{mod}(S_{h_1,k_1}) \times \cdots \times \text{mod}(S_{h_n,k_n}) \to \text{mod}(S_{h,k}).$$
We next claim that the diagram
\[
\begin{array}{c}
\text{mod}(S_{\mu,\nu}) \xrightarrow{Z_{\nu} \otimes S_{\mu,\nu} \sim} \text{mod}(FG_{d\nu}) \\
\mid I \downarrow \mid \downarrow R_{G_{d\nu}}^G \\
\text{mod}(S_{h,k}) \xrightarrow{Z \otimes S_{h,k} \sim} \text{mod}(FG_n)
\end{array}
\] (4.2.1)
commutes, i.e. that the following Schur algebra analogue of Corollary 3.2g(i) holds:

(4.2d) The functors \( R_{G_{d\nu}}^G \circ Z_{\nu} \otimes S_{\mu,\nu} \sim \) and \( \beta_{\sigma,h,k} \circ I : \text{mod}(S_{\mu,\nu}) \to \text{mod}(FG_n) \) are isomorphic.

To prove (4.2d), (4.2b) and associativity of tensor product gives the natural isomorphisms
\[
R_{G_{d\nu}}^G (Z_{\nu} \otimes S_{\mu,\nu} N) \cong (R_{G_{d\nu}}^G Z_{\nu}) \otimes S_{\mu,\nu} N \cong Z e_{\nu} \otimes e_{\nu} S_{h,k} e_{\nu} N
\]
for any \( N \in \text{mod}(S_{\mu,\nu}) \).

Now, we obviously have the isomorphism of functors:
\[
\beta_{\sigma,h_1,k_1} \otimes \cdots \otimes \beta_{\sigma,h_a,k_a} \cong Z_{\nu} \otimes S_{\mu,\nu} ( ? \otimes \cdots \otimes ? )
\]
as functors from \( \text{mod}(S_{h_1,k_1}) \times \cdots \times \text{mod}(S_{h_a,k_a}) \) to \( \text{mod}(FG_{d\nu}) \). In view of this, (4.2c) and (4.2d), we deduce:

(4.2e) There is an isomorphism
\[
R_{G_{d\nu}}^G (\beta_{\sigma,h_1,k_1} \otimes \cdots \otimes \beta_{\sigma,h_a,k_a}) \cong \beta_{\sigma,h,k}(\text{infl}_{S_{h_1,k_1}} \otimes \cdots \otimes \text{infl}_{S_{h_a,k_a}})
\]
as functors from \( \text{mod}(S_{h_1,k_1}) \times \cdots \times \text{mod}(S_{h_a,k_a}) \) to \( \text{mod}(FG_n) \).

Finally, by (1.5a), the functor \( \text{infl}_{S_{h_i,k_i}} : \text{mod}(S_{h_i,k_i}) \to \text{mod}(S_{h_i,k_i}) \) is an equivalence of categories, for each \( i = 1, \ldots, a \). By Lemma 3.5c, the functors \( \beta_{\sigma,h,k} \circ \text{infl}_{S_{h_i,k_i}} \) and \( \beta_{\sigma,h_i,k_i} \) are isomorphic. The theorem follows on combining these statements and (4.2e).

We now give an immediate application of Theorem 4.2a. Say that a \( C_{\sigma,k} \)-module \( M \) has a \( \Delta \)-filtration (resp. a \( \nabla \)-filtration) if it has a filtration
\[
0 = M_0 < M_1 < \cdots < M_b = M
\]
such that for each \( i = 1, \ldots, b \), the factor \( M_i/M_{i-1} \) is isomorphic to \( \Delta(\sigma,\lambda) \) (resp. \( \nabla(\sigma,\lambda) \)) for some partition \( \lambda \vdash k \) (depending on \( i \)). Analogously, we say that a \( C_{\sigma,\nu} \)-module \( M \) has a \( \Delta \)-filtration (resp. a \( \nabla \)-filtration) if it has a filtration
\[
0 = M_0 < M_1 < \cdots < M_b = M
\]
such that for each \( i = 1, \ldots, b \), the factor \( M_i/M_{i-1} \) is isomorphic to \( \Delta(\sigma,\lambda_1) \otimes \cdots \otimes \Delta(\sigma,\lambda_a) \) (resp. \( \nabla(\sigma,\lambda_1) \otimes \cdots \otimes \nabla(\sigma,\lambda_a) \)) for some partitions \( \lambda_1 \vdash k_1, \ldots, \lambda_a \vdash k_a \).
4.2f. **Theorem.** (i) The functor $R_{G_w^G_n}$ sends $C_{\sigma,\nu}$-modules with $\Delta$-filtrations (resp. $\nabla$-filtrations) to $C_{\sigma,k}$-modules with $\Delta$-filtrations (resp. $\nabla$-filtrations).

(ii) The functor $^*R_{G_w^G_n}$ sends $C_{\sigma,k}$-modules with $\Delta$-filtrations (resp. $\nabla$-filtrations) to $C_{\sigma,\nu}$-modules with $\Delta$-filtrations (resp. $\nabla$-filtrations).

**Proof.** (i) We first need to observe that the functor $R_{G_w^G_n}$ sends $C_{\sigma,\nu}$-modules to $C_{\sigma,k}$-modules. It suffices to check this on projective $C_{\sigma,\nu}$-modules. In turn, since according to the Levi analogue of Theorem 3.4g every projective $C_{\sigma,\nu}$-module is a submodule of $M^{\nu}(\sigma)$, we just need to check that $R_{G_w^G_n}M^{\nu}(\sigma)$ is a $C_{\sigma,k}$-module. But this is clear since by transitivity of Harish-Chandra induction, $R_{G_w^G_n}M^{\nu}(\sigma) \cong M^{k}(\sigma)$. So it makes sense to regard the functor $R_{G_w^G_n}$ as a functor from mod($C_{\sigma,\nu}$) to mod($C_{\sigma,k}$).

Now to show that $R_{G_w^G_n}$ sends modules with $\Delta$-filtrations to modules with $\Delta$-filtrations, we just need to check by exactness that

\[ R_{G_w^G_n}(\Delta(\sigma,\lambda_1) \boxtimes \cdots \boxtimes \Delta(\sigma,\lambda_a)) \]

has a $\Delta$-filtration, for any $\lambda_1 \vdash k_1, \ldots, \lambda_a \vdash k_a$. According to Theorem 4.2a,

\[ R_{G_w^G_n}(\Delta(\sigma,\lambda_1) \boxtimes \cdots \boxtimes \Delta(\sigma,\lambda_a)) \cong \beta_{\sigma,h,k}(\Delta_h(\lambda_1') \otimes \cdots \otimes \Delta_h(\lambda_a')). \]

So the result follows since $\Delta_h(\lambda_1') \otimes \cdots \otimes \Delta_h(\lambda_a')$ has a $\Delta$-filtration as an $S_{h,k}$-module thanks to (1.3c).

This proves (i) in the case of $\Delta$-filtrations, and the result for $\nabla$-filtrations follows immediately on taking duals, since contravariant duality commutes with Harish-Chandra induction.

(ii) Again we first check that $^*R_{G_w^G_n}$ sends $C_{\sigma,k}$-modules to $C_{\sigma,\nu}$-modules. Making the same reductions as before, we need to observe that $^*R_{G_w^G_n}M^{k}(\sigma)$ is a $C_{\sigma,\nu}$-module, which we checked in Lemma 3.2f. So it makes sense to regard the functor $^*R_{G_w^G_n}$ as a functor from mod($C_{\sigma,k}$) to mod($C_{\sigma,\nu}$).

Now we prove (ii) in the case of $\nabla$-filtrations; the analogous result for $\Delta$-filtrations follows on dualizing as before. So take $N \in$ mod($C_{\sigma,k}$) with a $\nabla$-filtration. Using the cohomological criterion for $\nabla$-filtrations [Do, A2.2(iii)], we need to show that

\[ \text{Ext}^1_{C_{\sigma,\nu}}(M, ^*R_{G_w^G_n}N) = 0 \]

for all $M \in$ mod($C_{\sigma,\nu}$) with a $\Delta$-filtration. So take such a module $M$. By (i) and the cohomological criterion for $\nabla$-filtrations, we know that

\[ \text{Ext}^1_{C_{\sigma,k}}(R_{G_w^G_n}M, N) = 0. \]

So the result will follow if we can prove:

\[ \text{(4.2g) For all } M \in \text{mod}(C_{\sigma,\nu}), N \in \text{mod}(C_{\sigma,k}) \text{ and } i \geq 0, \]

\[ \text{Ext}^i_{C_{\sigma,\nu}}(M, ^*R_{G_w^G_n}N) \cong \text{Ext}^i_{C_{\sigma,k}}(R_{G_w^G_n}M, N). \]
§4.3 \( p \)-Singular classes

Fix \( M \in \text{mod}(C_{\sigma,\nu}) \). The adjoint functor property gives us an isomorphism of functors \( \text{Hom}_{C_{\sigma,\nu}}(M,?) \circ \ast R_{G_{dv}}^{G_n} \cong \text{Hom}_{C_{\sigma,\nu}}(R_{G_{dv}}^{G_n} M,?) \). Since \( \ast R_{G_{dv}}^{G_n} \) is exact and sends injectives to injectives (being adjoint to the exact functor \( R_{G_{dv}}^{G_n} \)), a standard degree shifting argument (cf. [Ja, I.4.1(3)]) now gives (4.2g). \( \square \)

4.2h. Corollary. Take \( \lambda \vdash k \) and partitions \( \lambda_1 \vdash k_1, \ldots, \lambda_a \vdash k_a \). Then, both of

(i) the multiplicity of \( \Delta(\sigma,\lambda) \) in a \( \Delta \)-filtration of \( R_{G_{dv}}^{G_n} \Delta(\sigma,\lambda_1) \otimes \cdots \otimes \Delta(\sigma,\lambda_a) \),

(ii) the multiplicity of \( \Delta(\sigma,\lambda_1) \otimes \cdots \otimes \Delta(\sigma,\lambda_a) \) in a \( \Delta \)-filtration of \( \ast R_{G_{dv}}^{G_n} \Delta(\sigma,\lambda) \),

are the same as in characteristic zero, i.e. are given by the Littlewood-Richardson rule.

Proof. The fact that the modules in (i) and (ii) have \( \Delta \)-filtrations follows from Theorem 4.2f. That the multiplicities are the same as in characteristic zero follows in case (i) from the analogous well-known fact about tensor product multiplicities over the \( q^d \)-Schur algebra, using Theorem 4.2a. The conclusion in case (ii) follows from (i) and adjointness, together with the usual properties of \( \Delta \)- and \( \nabla \)-filtrations. \( \square \)

4.3. \( p \)-Singular classes

Throughout the section fix a \( p \)-singular element \( \tau \in \hat{F}_q^\times \) of degree \( e \) over \( F_q \). Let \( \sigma \) be the \( p \)-regular part of \( \tau \), of degree \( d \) over \( F_q \). By (2.1a), \( e = dm \) where \( m = \ell(d)p^r \) for some \( r \geq 0 \). Choose \( l \geq 1 \), set \( k = lm \) and let \( n = kd = le \).

Fixing an integer \( h \geq k \), let \( S_{h,k} \) (resp. \( S_{h,l} \)) denote the \( q^d \)-Schur algebra \( S_{F,q^d}(h,k) \) (resp. the \( q^e \)-Schur algebra \( S_{F,q^e}(h,l) \)). We observe that the image of \( q^e \) in \( F \) is 1, so in fact \( S_{h,l} \) is just the classical Schur algebra \( S_{F,1}(h,l) \). Also let \( A_h \) (resp. \( \tilde{A}_h \)) denote the quantized coordinate ring \( A_{F,v^d}(h) \) (resp. \( A_{F,1}(h) \)), choosing a square root \( v \) of \( q^d \) in \( F \) in the same way as in §1.3. Let \( V_h \) (resp. \( \tilde{V}_h \)) denote the natural \( h \)-dimensional \( A_h \)-comodule (resp. the natural \( \tilde{A}_h \)-comodule).

Recall that for a right \( \tilde{A}_h \)-comodule \( M \), we have defined its \( r \)th Frobenius twist \( M^{[r]} \), which is a right \( A_h \)-comodule, by inflation along the bialgebra map \( F_r : \tilde{A}_h \rightarrow A_h \) of (1.3.5). If \( M \) is an \( S_{h,l} \)-module, then the Frobenius twist \( M^{[r]} \) is an \( S_{h,k} \)-module. Since \( F_r \) is a bialgebra map, the operation of taking Frobenius twists commutes with tensor products.

Now, \( \sigma \) is \( p \)-regular, so the theory of the previous sections holds for \( \sigma \), thanks to Lemma 2.4c and Lemma 2.5f. Let \( \beta_{\sigma,h,k} : \text{mod}(S_{h,k}) \rightarrow \text{mod}(C_{\sigma,k}) \) denote the equivalence of categories of (3.5.2). Our first goal is to extend our theory to the \( p \)-singular element \( \tau \).

4.3a. Lemma. The Brauer character of \( L(\sigma, (l^m)) \) agrees with the restriction of \( \chi_{r,(l)} \) to \( p \)-regular classes of \( G_n \).

Proof. Recall that \( \beta_{\sigma,h,k}(L_{h}(m^l)) = L(\sigma, (l^m)) \) by (3.5.3). Applying the Morita equivalence \( \beta_{\sigma,h,k} \) to Lemma 1.3f, using Theorem 4.1c, we see that the Brauer char-
acter of $L(\sigma,(1^m))$ is equal to the restriction of the generalized character
\[
\frac{(-1)^{k+l}}{l!} \sum_{\lambda \vdash l} \sum_{\mu \vdash k} c_{\lambda \mu} \phi_{\mu}(m\lambda) \chi_{\sigma,\mu}
\]
to $p$-regular classes. So the lemma follows from Lemma 2.3c. \qed

4.3b. Theorem. For any $l \geq 1$, there is an isomorphism of $FG_n$-modules:
\[
M^l(\tau) \cong \beta_{\sigma,h,k}(\bar{V}_h^{[r]} \otimes \cdots \otimes \bar{V}_h^{[r]}).
\]
Hence, $M(\tau)$ is an irreducible $FG_n$-module and, for any $l \geq 1$, $M^l(\tau)$ has precisely $\Par_l$ non-isomorphic composition factors.

Proof. Consider first the case that $l = 1$. By Lemma 4.3a, $M(\tau)$ has the same Brauer character as $L(\sigma,(1^m))$. Since the latter is an irreducible module, this implies immediately that $M(\tau) \cong L(\sigma,(1^m))$, so that $M(\tau)$ is also irreducible. Since $L(\sigma,(1^m)) = \beta_{\sigma,h,k}(L_h((m))) = \beta_{\sigma,h,k}(\bar{V}_h^{[r]})$, this proves the result in the case $l = 1$.

Now for $l > 1$, the isomorphism $M^l(\tau) \cong \beta_{\sigma,h,k}(\bar{V}_h^{[r]} \otimes \cdots \otimes \bar{V}_h^{[r]})$ is immediate using Theorem 4.2a and the definition of $M^l(\tau)$.

Finally, to see that $M^l(\tau)$ has precisely $\Par_l$ non-isomorphic composition factors, observe that
\[
\bar{V}_h^{[r]} \otimes \cdots \otimes \bar{V}_h^{[r]} \cong (\bar{V}_h \otimes \cdots \otimes \bar{V}_h)^{[r]}.
\]
This has precisely $\Par_l$ non-isomorphic composition factors as an $S_{h,k}$-module, as the untwisted tensor space $\bar{V}_h^{\otimes l}$ has precisely $\Par_l$ non-isomorphic composition factors as an $S_{h,l}$-module. \qed

Theorem 4.3b (combined with Lemma 2.4c and Lemma 2.5f) verifies the assumptions (A1) and (A2) from §3.2 for every $\sigma \in \bar{F}_q$. So the main Morita theorem of (3.5a), and the subsequent results obtained so far, are true for general $\sigma$, hence for our fixed $p$-singular element $\tau$. In particular, we associate to $\tau$ the ($p$-singular) cuspidal algebra $C_{\tau,l}$, defined as in (3.2.1). By the analogue of (3.5a), there is an equivalence of categories
\[
\beta_{\tau,h,l} : \text{mod}(\bar{S}_{h,l}) \to \text{mod}(C_{\tau,l}),
\]
defined as in (3.5.2). We have now recovered the main results from the paper of James [J2] with our approach.

4.3c. Remarks. (i) One can also consider an analogue of the cuspidal algebra for an arbitrary block-diagonal element $s \in G_n$, namely, the quotient algebra
\[
C_s = C_{F,s}(GL_n(\mathbb{F}_q)) = FG_n/\text{ann}_{FG_n}(M(s))
\]
where $M(s)$ is as in (2.4.3). If $s$ is $p$-regular, the Cline-Parshall-Scott theorem mentioned in Remark 4.1e gives an analogue of the Morita theorem (even over $\mathcal{O}$) for the algebra $C_s$: the algebra $C_s$ is Morita equivalent to $\bigotimes_{i=1}^n S_{FG^n_i}(h_i, k_i)$ for integers $h_i \geq k_i$, where $s$ is of the form (2.1.1). The same is true for somewhat more general $s$, namely, if $s$ is “reduction stable” (see [DF] or [D4, 4.26]), but certainly false in general.

(ii) Theorem 4.3b also yields an alternative proof of [D2, 3.5]: for an arbitrary block-diagonal element $s \in G_n$, the associated cuspidal $G_{\delta(s)}$-module of (2.4.4) remains irreducible modulo $p$, since it is an outer tensor product of factors all of which remain irreducible.

We now associate to $\tau$ the $C_{\tau, l}$- (hence $FG_n$-) modules $L(\tau, \lambda), \Delta(\tau, \lambda)$ and $\nabla(\tau, \lambda)$ for each $\lambda \vdash l$, defined as in (3.5.3)-(3.5.5) but using the functor $\beta_{\tau, h, l}$ instead. The next result realizes these modules alternatively as modules in the category mod($C_{\sigma, k}$) (for (iv), see also [DJ2, Lemma 2.3]).

4.3d. Theorem. For any $\nu \vdash l$ and $\lambda \vdash l$, we have the following $FG_n$-module isomorphisms:

(i) $\Lambda^\nu(\tau) \cong \beta_{\sigma, h, k}(\Lambda^\nu(\tilde{V}_h)[r])$;

(ii) $Z^\nu(\tau) \cong \beta_{\sigma, h, k}(Z^\nu(\tilde{V}_h)[r])$;

(iii) $\Delta(\tau, \lambda) \cong \beta_{\sigma, h, k}(\Delta(\lambda)[r])$;

(iv) $L(\tau, \lambda) \cong \beta_{\sigma, h, k}(L(\lambda)[r]) \cong L(\sigma, (m\lambda)')$.

Proof. (i) Since $\Lambda^\nu(\tau) \cong R_{G_{\mathrm{ev}}}^G \Lambda^\nu(\tau)$, it suffices applying Theorem 4.2a to prove this in the special case $\nu = (l)$. Recall (e.g. by Theorem 3.5e) that $\Lambda^l(\tau)$ is isomorphic to the module $\Delta(\tau, (l))$. So by Theorem 4.1c, the Brauer character of $\Lambda^l(\tau)$ is equal to the restriction of $\chi_{\tau,(l)}$ to $p$-regular classes, which by Lemma 4.3a is the same as the Brauer character of $L(\sigma, (l^m))$. Since the latter is an irreducible module, we deduce that

$\Lambda^l(\tau) \cong L(\sigma, (l^m)) = \beta_{\sigma, h, k}(L_h((m^l))) \cong \beta_{\sigma, h, k}(L_h((1^l))[r]) \cong \beta_{\sigma, h, k}(\Lambda^l(\tilde{V}_h)[r])$.

(ii) Again, we just need to prove this in the special case $\nu = (l)$. So, we need to prove that

$Z^l(\tau) \cong \beta_{\sigma, h, k}(Z^l(\tilde{V}_h)[r])$.

We first observe that $Z^l(\tilde{V}_h)[r]$ is a quotient of $Z^l(\tilde{V}_h)$ as $S_{h,k}$-modules. This follows from the universal property of standard modules [PW, (8.10.2)]: $Z^l(\tilde{V}_h)[r] \cong \Delta_h((l))[r]$ is generated by a highest weight vector of weight $(k)$ so is a quotient of the universal highest weight module $Z^k(\tilde{V}_h) \cong \Delta_h((k))$. Now, $Z^l(\tilde{V}_h)[r]$ is a submodule of $(\tilde{V}_h^{\otimes l})[r]$. So we see that there is a non-zero homomorphism

$Z^k(\tilde{V}_h) \rightarrow (\tilde{V}_h^{\otimes l})[r]$
with image $Z^l(V_h)^{\{r\}}$. Now apply the Morita equivalence $\beta_{\sigma,h,k}$ and Lemma 4.3a to deduce that there is a non-zero homomorphism

$$Z^k(\sigma) \rightarrow M^l(\tau)$$

with image $\beta_{\sigma,h,k}(Z^l(V_h)^{\{r\}})$. Now, $Z^k(\sigma)$ is a quotient of $\Gamma_n$, so we have shown that the image of some non-zero homomorphism

$$\Gamma_n \rightarrow M^l(\tau)$$

is isomorphic to $\beta_{\sigma,h,k}(Z^l(V_h)^{\{r\}})$. But by (3.4h), the image of any such homomorphism is precisely the submodule $Z^l(\tau)$ of $M^l(\tau)$.

(iii) By Theorem 3.5e(i), $\Delta(\tau,\lambda)$ is isomorphic to the image of any non-zero homomorphism from $Z^X(\tau)$ to $\Lambda^\lambda(\tau)$. So using (i) and (ii), $\Delta(\tau,\lambda)$ is isomorphic to the image of any non-zero homomorphism

$$\beta_{\sigma,h,k}(Z^X(V_h)^{\{r\}}) \rightarrow \beta_{\sigma,h,k}(\Lambda^\lambda(V_h)^{\{r\}}).$$

So using the Morita equivalence, we just need to check that the image of any non-zero homomorphism

$$Z^X(V_h)^{\{r\}} \rightarrow \Lambda^\lambda(V_h)^{\{r\}}$$

is isomorphic to $\Delta_h(\lambda')^{\{r\}}$. But by (1.3d), the image of any non-zero homomorphism

$$Z^X(V_h) \rightarrow \Lambda^\lambda(V_h)$$

is isomorphic to $\Delta_h(\lambda')$, so the conclusion follows on taking Frobenius twists.

(iv) The simple head of $\Delta_h(\lambda')$ is isomorphic to $L_h(\lambda')$. So the simple head of $\Delta_h(\lambda')^{\{r\}}$ is isomorphic to $L_h(\lambda')^{\{r\}}$. Now applying (iii), we see that $\beta_{\sigma,h,k}(L_h(\lambda')^{\{r\}})$ is isomorphic to the simple head of $\Delta(\tau,\lambda)$, namely, $L(\tau,\lambda)$. This proves the first isomorphism. For the second isomorphism, note that

$$\beta_{\sigma,h,k}(L_h(\lambda')^{\{r\}}) \cong \beta_{\sigma,h,k}(L_h(m\lambda')) = L(\sigma, (m\lambda')')$$

using a special case of (1.3e). \[\square\]

Now we can deduce the non-defining characteristic analogue of Steinberg’s tensor product theorem (cf. [DDu2]).

4.3e. Theorem. Suppose that $\sigma \in \mathbb{F}_q^\times$ is a $p$-regular element of degree $d$ over $\mathbb{F}_q$. Let $\lambda$ be a partition of $k$ and let $\lambda_{-1}, \lambda_0, \ldots, \lambda_a$ be the partitions such that

$$\lambda' = \lambda_{-1}' + \ell(d)\lambda_0' + \ell(d)p\lambda_1' + \cdots + \ell(d)p^a\lambda_a'$$

is the $(\ell(d),p)$-adic expansion of $\lambda'$ (the $\lambda_i$ are uniquely determined as $h \geq k$). For each $i = 0, \ldots, a$, choose a $p$-singular element $\sigma_i \in \mathbb{F}_q^\times$ of degree $d\ell(d)p^i$ over $\mathbb{F}_q$ with $p$-regular part conjugate to $\sigma$ (such elements exist by (2.1a)). Then, $L(\sigma,\lambda)$ is isomorphic to the module obtained by Harish-Chandra induction from

$$L(\sigma, \lambda_{-1}) \boxtimes L(\sigma_0, \lambda_0) \boxtimes L(\sigma_1, \lambda_1) \boxtimes \cdots \boxtimes L(\sigma_a, \lambda_a).$$
Proof. Because of Theorem 4.2a and Theorem 4.3d(iv), the theorem is a direct restatement of (1.3e) under the Morita equivalence. □

4.3f. Remark. There are two different parametrizations of the irreducible $FG_n$-modules that appear in the literature. The first arises from Harish-Chandra theory and was introduced in [D1, D2]. It involves pairs $(s, \lambda)$, where $s$ runs over all $p$-regular semisimple classes of $G_n$ together with certain $p$-singular classes, and $\lambda$ runs over $p$-regular multipartitions of $\kappa(s)$. The second parametrization is described in the next section and was introduced by James in [J2]. It involves pairs $(s, \lambda)$ where $s$ runs over representatives for the $p$-regular semisimple classes only but now $\lambda$ runs over all multipartitions of $\kappa(s)$. The combinatorics to translate between the two parametrizations was explained originally in [DJ2]. Theorem 4.3e can be used to give an alternative, more representation theoretic proof of main result of loc. cit.

We refer the reader to [DDu2, D4] for further details of these matters.

4.4. Blocks and decomposition numbers

Let us now introduce notation for irreducible and standard modules of $FG_n$ associated to an arbitrary semisimple element. So suppose that $s$ is a block-diagonal element of $G_n$ written in the form (2.1.1). For $\lambda = (\lambda_1, \ldots, \lambda_a) \vdash \kappa(s)$ and $R$ equal to one of $K, F$ or $O$, define the standard $FG_n$-module:

$$\Delta(s, \lambda)_R = R_{G_n}^{G_{ns}}(\Delta(\sigma_1, \lambda_1)_R \boxtimes \cdots \boxtimes \Delta(\sigma_a, \lambda_a)_R)$$

We will write simply $\Delta(s, \lambda)$ for $\Delta(s, \lambda)_F$ over $F$. Since Harish-Chandra induction commutes with base change, we have immediately by Theorem 4.1c and (2.3e):

(4.4a) $\Delta(s, \lambda)_O$ is $O$-free of finite rank with

$$\Delta(s, \lambda)_K \cong K \otimes O \Delta(s, \lambda)_O,$$

$$\Delta(s, \lambda)_F \cong F \otimes O \Delta(s, \lambda)_O.$$  

Moreover, the character of $\Delta(s, \lambda)_K$ is $\chi_{s, \lambda}$, so $\Delta(s, \lambda)$ is a $p$-modular reduction of a $KG_n$-module affording the character $\chi_{s, \lambda}$.

To describe all irreducible $FG_n$-modules, suppose now in addition that $s$ is $p$-regular. Define

$$L(s, \lambda) = R_{G_n}^{G_{ns}}(L(\sigma_1, \lambda_1) \boxtimes \cdots \boxtimes L(\sigma_a, \lambda_a)). \tag{4.4.1}$$

The $FG_n$-module $L(\sigma_i, \lambda_i)$ is an irreducible module for the block $B_{\sigma_i, k_i}$, and is isomorphic to the simple head of $\Delta(\sigma_i, \lambda_i)$. So, in the notation of Theorem 2.4e, $L(\sigma_1, \lambda_1) \boxtimes \cdots \boxtimes L(\sigma_a, \lambda_a)$ is an irreducible module for $B_{s, evi}^k$, and is isomorphic the simple head of $\Delta(\sigma_1, \lambda_1) \boxtimes \cdots \boxtimes \Delta(\sigma_a, \lambda_a)$. Now Theorem 2.4e immediately gives that $L(s, \lambda)$ is irreducible and is isomorphic to the simple head of $\Delta(s, \lambda)$. Moreover, recalling (2.4.6) we have:
(4.4b) For p-regular s, the modules \( \{ L(s, \lambda) \mid \lambda \vdash \kappa(s) \} \) give a complete set of non-isomorphic irreducible \( B_s \)-modules. So, the modules \( \{ L(s, \lambda) \mid s \in C_{ss,p'}, \lambda \vdash \kappa(s) \} \) give a complete set of non-isomorphic irreducible \( FG_n \)-modules.

Now we discuss two closely related problems. First, we would like to describe the \( p \)-blocks of the group \( G_n \). So we would like to know precisely when the ordinary irreducible characters \( \chi_{s,\lambda} \) and \( \chi_{t,\mu} \) belong to the same \( p \)-block, for any \( s, t \in C_{ss}, \lambda \vdash \kappa(s), \mu \vdash \kappa(t) \). In view of (4.4a), we can equivalently consider when the modules \( \Delta(s, \lambda) \) and \( \Delta(t, \mu) \) belong to the same block of the algebra \( FG_n \). Second, we would like to say something about the \( p \)-modular decomposition numbers of \( G_n \), that is, composition multiplicities of the form \( [\Delta(s, \lambda) : L(t, \mu)] \) for any \( s \in C_{ss}, t \in C_{ss,p'}, \lambda \vdash \kappa(s), \mu \vdash \kappa(t) \).

We can make some basic reductions to both of these problems which will simplify notation considerably. First, we apply (2.4.6) to see that we just need to describe the \( p \)-blocks and the decomposition numbers of the algebra \( B_t \), for some fixed \( t \in C_{ss,p'} \). Then we can apply the Morita equivalence of Theorem 2.4e to reduce further to the special case that \( t = (\sigma)^k \) for some p-regular \( \sigma \in \bar{F}_q^\times \) of degree \( d \) over \( F_q \), where \( n = kd \). In other words, we just need to describe the blocks and the decomposition numbers of the algebra \( B_{s,k} \).

So fix now a p-regular \( \sigma \in \bar{F}_q^\times \) and \( h \geq k \geq 1 \). We recall from (2.4b) that the standard \( B_{s,k} \)-modules are precisely the modules \( \Delta(s, \lambda) \) (corresponding to the characters \( \chi_{s,\lambda} \)) for \( \lambda \vdash \kappa(s) \) and \( s \in C_{ss} \) of the form (2.1.1) with the p-regular part of each \( \sigma_i \) conjugate to \( \sigma \). Our first lemma relates this module \( \Delta(s, \lambda) \) to the \( q^d \)-Schur algebra \( S_{h,k} = S_{F_q^d}(h,k) \).

4.4c. Lemma. For any block-diagonal element \( s = (\sigma_1)^{k_1} \cdots (\sigma_a)^{k_a} \) of the form (2.1.1), with the p-regular part of each \( \sigma_i \) conjugate to \( \sigma \), and any \( \lambda = (\lambda_1, \ldots, \lambda_a) \vdash \kappa(s) \),

\[
\Delta(s, \lambda) \cong \beta_{\sigma,h,k} \left( \Delta_h(\lambda_1')^{r_1} \otimes \cdots \otimes \Delta_h(\lambda_a')^{r_a} \right)
\]

where each \( r_i \) is determined by the equation \( \deg(\sigma_i) = d\ell(d)p^{r_i} \).

Proof. By definition, \( \Delta(\sigma, \lambda) \) is the \( FG_n \)-module obtained by Harish-Chandra induction from the \( FG_{\sigma(\lambda)} \)-module \( \Delta(\sigma_1, \lambda_1) \boxtimes \cdots \boxtimes \Delta(\sigma_a, \lambda_a) \). By Theorem 4.3d(iii), each \( \Delta(\sigma, \lambda) \) is isomorphic to \( \beta_{\sigma,h,k}(\Delta_h(\lambda_i')^{r_i}) \). The lemma now follows on applying Theorem 4.2a. \( \square \)

Now we can explain the algorithm in [DJ3, §7] showing how to calculate the \( p \)-modular decomposition numbers of \( G_n \) from knowledge of the decomposition numbers of quantum linear groups. Actually, we will give a somewhat more precise formula relating the two. We need a little notation for the statement: for \( \lambda, \mu, \nu_1, \ldots, \nu_{e} \in \Lambda^+(h) \) and \( e \geq 1 \), \( D_{\lambda,\mu}^{\nu_1,\ldots,\nu_e} \) denotes the decomposition number \( [\Delta_h(\lambda) : L_h(\mu)] \) of the quantized coordinate ring \( A_{F_q^d}(h) \) and \( LR_{\nu_1,\ldots,\nu_{e}}^{\nu_e} \) denotes the tensor product composition multiplicity \( [L_h(\nu_1) \otimes \cdots \otimes L_h(\nu_{e}) : L_h(\mu)] \) for \( A_{F_q^d}(h) \).
4.4d. **Theorem.** Suppose that \( s = (\sigma_1)^{k_1} \cdots (\sigma_a)^{k_a} \) is a block-diagonal element of \( G_n \) of the form (2.1.1), with each \( \sigma_i \) of degree \( d_i = m_i \alpha \) over \( \mathbb{F}_q \) having \( p \)-regular part conjugate to \( \sigma \). Then, for any \( \lambda = (\lambda_1, \ldots , \lambda_a) + \kappa(s) \) and any \( \mu \vdash k \), we have the equality:

\[
[\Delta(s, \lambda) : L(\sigma, \mu)] = \sum_{\nu_1 \vdash k_1} \cdots \sum_{\nu_a \vdash k_a} \prod_{i=1}^a D_{\lambda_i, \nu_i}^a \mathcal{L}_R^{d_1 \nu_1, \ldots , d_a \nu_a}.
\]

**Proof.** Using Lemma 4.4c and the Morita equivalence, we need to prove that for any \( \lambda_i \in \Lambda^+(h, k_i) \) and \( \mu \in \Lambda^+(h, k) \),

\[
[\Delta_h(\lambda_1)^{[r_1]} \cdots \Delta_h(\lambda_a)^{[r_a]} ; L_h(\mu)] = \sum_{\nu_1 \vdash k_1} \cdots \sum_{\nu_a \vdash k_a} \prod_{i=1}^a D_{\lambda_i, \nu_i}^a \mathcal{L}_R^{d_1 \nu_1, \ldots , d_a \nu_a}.
\]

where the \( r_i \) are defined by \( m_i = \ell(d) \frac{p}{r_i} \). For \( \nu \in \Lambda^+(h, m_i k_i) \), the composition multiplicity \([\Delta_h(\lambda_1)^{[r_1]} ; L_h(\nu)]\) is zero unless \( \nu = m_i \nu_i \) for some \( \nu_i \in \Lambda^+(h, k_i) \), when it equals \( D_{\lambda_1, \nu} \). It follows that \([\Delta_h(\lambda_1)^{[r_1]} \cdots \Delta_h(\lambda_a)^{[r_a]}] \) has the same composition factors as

\[
\bigoplus_{\nu_1 \vdash k_1} \cdots \bigoplus_{\nu_a \vdash k_a} \prod_{i=1}^a D_{\lambda_i, \nu_i}^a \mathcal{L}_h(m_1 \nu_1) \cdots \mathcal{L}_h(m_a \nu_a).
\]

Now the theorem follows. \( \square \)

Now consider the block theory. We first recall the description of the blocks of the block-

4.4e. **Lemma.** If \( \ell(d) = 1 \) (i.e. \( q^d \equiv 1 \) (mod \( p \))), then the algebra \( B_{\sigma, k} \) has just one block.

**Proof.** Let \( \lambda = (l_1, \ldots , l_a) \) and \( \mu = (l_1 + l_a, l_2, \ldots , l_{a-1}) \) be partitions of \( k \). Following the strategy of [DJ3, Lemma 7.10], we show that \( L(\sigma, \lambda) \) and \( L(\sigma, \mu) \) are linked. This is enough to complete the proof, for then by induction on \( a \), we see that \( L(\sigma, \lambda) \) belongs to the same block as \( L(\sigma, (k)) \), whence all \( L(\sigma, \lambda) \) belong to the same block.
Since \( \ell(d) = 1 \), we can by (2.1a) choose some \( p \)-singular \( \tau \in \mathbb{F}_q^\times \) of degree \( d \) over \( \mathbb{F}_q \) with \( p \)-regular part conjugate to \( \sigma \). Writing \( \nu = (l_1, \ldots, l_{a-1}) \), the \( FG_n \)-module \( M \) obtained from \( \Delta(\sigma, \nu) \otimes \Delta(\tau, (l_a)) \) by Harish-Chandra induction is a standard module for \( B_{\sigma,k} \). So to prove that \( L(\sigma, \lambda) \) and \( L(\sigma, \mu) \) are linked, it suffices to show that they are both composition factors of \( M \).

Equivalently, thanks to Lemma 4.4c and the Morita equivalence, we need to show that the \( S_{h,k} \)-module \( \Delta_h(\nu') \otimes \Delta_h((1 \ell)) \) contains both \( L_h(\lambda') \) and \( L_h(\mu') \) as composition factors. But now \( \Delta_h(\nu') \otimes \Delta_h((1 \ell)) \) has a \( \Delta \)-filtration, and a calculation involving the Littlewood-Richardson rule shows that this filtration has factors isomorphic to \( \Delta_h(\lambda') \) and to \( \Delta_h(\mu') \). Hence, it certainly has composition factors \( L_h(\lambda') \) and \( L_h(\mu') \) as desired. \( \Box \)

**4.4f. Lemma.** Suppose that \( s = (\sigma_1)^{k_1} \ldots (\sigma_a)^{k_a} \) is of the form (2.1.1), with \( \sigma_1 \) conjugate to \( \sigma \), and all other \( \sigma_i \) having \( p \)-regular part conjugate to \( \sigma \). If \( L(\sigma, \mu) \) is a composition factor of \( \Delta(s, \lambda) \), for some \( \lambda = (\lambda_1, \ldots, \lambda_n) \vdash \kappa(s) \) and \( \mu \vdash k \), then \( \mu \) and \( \lambda_1 \) have the same \( \ell(d) \)-cores.

**Proof.** If \( \ell(d) = 1 \), the lemma is trivially true. So assume that \( \ell(d) > 1 \). Then by (2.1a), all of \( \sigma_1, \ldots, \sigma_a \) are of degree strictly greater than \( d \). So applying Lemma 4.4c, we see that \( \Delta(s, \lambda) \) corresponds under the Morita equivalence to an \( S_{h,k} \)-module of the form \( \Delta_h(\lambda'_1) \otimes M \) where \( M \) is a pure Frobenius twist. Now it suffices to prove that \( L_h(\mu') \) is a composition factor of \( \Delta_h(\lambda'_1) \otimes M \) only if \( \mu' \) and \( \lambda'_1 \) have the same \( \ell(d) \)-cores.

Using Steinberg’s tensor product theorem (1.3c) and the known block theory of \( S_{h,k} \), all composition factors of \( \Delta_h(\lambda'_1) \) are of the form \( L_h(\nu) \otimes N \) where \( \nu \) is \( \ell(d) \)-restricted and has the same \( \ell(d) \)-core as \( \lambda'_1 \), and \( N \) is a pure Frobenius twist. Hence, using the tensor product theorem once more, all composition factors of \( \Delta_h(\lambda'_1) \otimes M \) are of the form \( L_h(\nu) \otimes L_h(\gamma)^{[0]} \) for such \( \nu \). So, if \( L_h(\mu') \) is a composition factor of \( \Delta_h(\lambda'_1) \otimes M \) then \( \mu' = \nu + \ell(d) \gamma \), which has the same \( \ell(d) \)-core as \( \nu \) hence as \( \lambda'_1 \). \( \Box \)

Finally, we can determine the blocks of \( B_{\sigma,k} \). The following theorem is equivalent, after making the elementary reductions described above, to Fong and Srinivasan’s theorem [FS, (7A)].

**4.4g. Theorem.** The blocks of the algebra \( B_{\sigma,k} \) are parametrized by the set of \( \ell(d) \)-cores of partitions of \( k \). Moreover, given \( s = (\sigma_1)^{k_1} \ldots (\sigma_a)^{k_a} \) of the form (2.1.1), with \( \sigma_1 \) conjugate to \( \sigma \) and all other \( \sigma_i \) having \( p \)-regular part conjugate to \( \sigma \), and \( \lambda = (\lambda_1, \ldots, \lambda_n) \vdash \kappa(s) \), the standard module \( \Delta(s, \lambda) \) belongs to the block parametrized by the \( \ell(d) \)-core of \( \lambda_1 \).

**Proof.** If \( \ell(d) = 1 \), this is immediate from Lemma 4.4e. For \( \ell(d) > 1 \), use Lemma 4.4f and the block theory of \( S_{h,k} \) as described above. \( \Box \)
4.5. The Ringel dual of the cuspidal algebra

If $S$ is any quasi-hereditary algebra over $F$ with weight poset $(\Lambda^+, \leq)$, an $S$-module $M$ has a $\Delta$-filtration (resp. a $\nabla$-filtration) if it has a filtration with sections isomorphic to modules of the form $\Delta(\lambda)$ (resp. $\nabla(\lambda)$), $\lambda \in \Lambda^+$. Recall that in any such $\Delta$-filtration of $M$, the multiplicity of a particular $\Delta(\lambda)$ for fixed $\lambda \in \Lambda^+$ is uniquely determined; we write $[M : \Delta(\lambda)]_\Delta$ for this multiplicity. Say that an $S$-module is tilting if it has both a $\Delta$-filtration and a $\nabla$-filtration. Ringel [R] has shown that for each $\lambda \in \Lambda^+$, there is a unique indecomposable tilting module $T(\lambda)$ such that $[T(\lambda) : \Delta(\lambda)]_\Delta = 1$ and, for $\mu \in \Lambda^+$, $[T(\lambda) : \Delta(\mu)]_\Delta = 0$ unless $\mu \leq \lambda$. Furthermore, every tilting module is isomorphic to a direct sum of these indecomposable tilting modules $T(\lambda)$, $\lambda \in \Lambda^+$.

Following the language of [Do$_7$, Appendix], a full tilting module is a tilting module that contains every $T(\lambda)$, $\lambda \in \Lambda^+$ as a summand with non-zero multiplicity. Given such a full tilting module $T$, the Ringel dual of $S$ relative to $T$ is the algebra $S^* = \text{End}_S(T)^{\text{op}}$. Here, we are writing endomorphisms on the right, so $T$ is naturally a right $S^*$-module, hence a left $S^*$-module. Ringel [R] showed that $S^*$ is also a quasi-hereditary algebra with weight poset $\Lambda^+$, but ordered with the opposite order to the original partial ordering on $\Lambda^+$. We briefly indicate one approach to the proof of this, since we will need the notation shortly. We define the contravariant functor

$$\gamma : \text{mod}(S) \to \text{mod}(S^*), \quad \gamma = \text{Hom}_S(? , T). \quad (4.5.1)$$

By definition, $\gamma(T) = S^*$ so, using Fitting’s lemma, $\gamma$ takes indecomposable tilting modules over $S$ to indecomposable projectives over $S^*$. Moreover, the functor $\gamma$ is exact on short exact sequences of modules with $\Delta$-filtrations, so if we define $\Delta'(\lambda) = \gamma(\Delta(\lambda))$, we see that $P'(\lambda) := \gamma(T(\lambda))$ has a filtration with sections $\Delta'(\lambda)$. Then, as in [Do$_7$, A.4.7], we deduce that $S^*$ is a quasi-hereditary algebra with indecomposable projectives $\{P'(\lambda)\}$ and standard modules $\{\Delta'(\lambda)\}$.

We will need the following known result. Although a proof of this can be deduced from the literature (using [HR, Theorem 2.1] or [CPS$_1$, Theorem 2.1(d)] together with [Do$_2$] to verify that our tilting modules coincide with the original notion of tilting module in [HR, CPS$_1$]), we include a short direct proof working purely in the framework of quasi-hereditary algebras. The argument was explained to us by S. Donkin, and we are grateful for his permission to include it here.

4.5a. Lemma. Regarded as a left $S^*$-module, $T$ is a full tilting module for $S^*$. Moreover, the Ringel dual $\text{End}_{S^*}(T)^{\text{op}}$ of $S^*$ relative to $T$ is isomorphic to $S$.

Proof. Let $\gamma$ be the contravariant functor defined in (4.5.1) and $\Delta'(\lambda) = \gamma(\Delta(\lambda))$ for each $\lambda \in \Lambda^+$. For $M, N \in \text{mod}(S)$ with $\Delta$-filtrations, we have that $\text{Ext}^i_S(M, N) \cong \text{Ext}^i_{S^*}(\gamma(N), \gamma(M))$ by [Do$_7$, A.4.8] (or rather its analogue for the functor $\gamma$). In particular, $\text{Ext}^3_S(\Delta'(\lambda), \gamma(S)) = \text{Ext}^3_{S^*}(S, \Delta(\lambda)) = 0$, so that $\gamma(S)$ has a $\nabla'$-filtration by the cohomological criterion [Do$_7$, A2.2(iii)]. Also $S$ has a $\Delta$-filtration so, using the fact that $\gamma$ is exact on short exact sequences of modules with $\Delta$-filtrations, we see...
that $\gamma(S)$ also has a $\Delta'$-filtration. So $\gamma(S)$ is a tilting module, and more generally, passing to indecomposable summands of $S$, $\gamma$ takes each indecomposable projective $P(\lambda)$ to a tilting module. Since $P(\lambda)$ has a $\Delta$-filtration with $\Delta(\lambda)$ appearing with multiplicity one and all other factors being of the form $\Delta(\mu)$ for $\mu > \lambda$, $\gamma(P(\lambda))$ also has a $\Delta'$-filtration with $\Delta(\lambda)$ being the most dominant appearing (for the opposite ordering). So, the tilting module $\gamma(P(\lambda))$ definitely contains $T'(\lambda)$ as a summand.

We deduce finally that $\gamma(S)$ is a full tilting module for $S^*$, and from the definition of $\gamma$, $\gamma(S) = T$. This shows that $T$ is a full tilting module for $S^*$. Finally,

$$\text{End}_{S^*}(T)^{op} = \text{End}_{S^*} (\gamma(S))^{op} \cong \text{End}_{S}(S) = S$$

using [Do7, A.4.8] once more (recall that $\gamma$ is a contravariant functor).

Now for the remainder of the section, we choose $\sigma \in \bar{F}_q^\times$ of degree $d$ over $F_q$ and $n = kd$ for some $k \geq 1$. Let $C_{\sigma,k}$ denote the cuspidal algebra of (3.2.1). Thanks to Theorem 4.3b, the hypotheses (A1) and (A2) of §3.2 are satisfied, so $C_{\sigma,k}$ is Morita equivalent to the $q^d$-Schur algebra $S_{h,k} = S_{F,q^d}(h,k)$, for some fixed $h \geq k$.

Applying Ringel’s theorem first to the $q^d$-Schur algebra $S_{h,k} = S_{F,q^d}(h,k)$, for any $h,k \geq 1$, we obtain the indecomposable tilting modules of $S_{h,k}$. We denote these modules by $\{T_h(\lambda) | \lambda \in \Lambda^+(h,k)\}$. Applying Ringel’s theorem to $C_{\sigma,k}$ instead, we obtain indecomposable tilting modules $\{T(\sigma,\lambda) | \lambda \vdash k\}$ for $C_{\sigma,k}$. It follows immediately from (3.5a) and the definitions that

$$T(\sigma,\lambda) \cong \beta_{\sigma,h,k}(T_h(\lambda')).$$

Now, in view of Lemma 3.5d, the following statement follows from the elementary weight argument of [Do7, §3.3(1)], on applying the functor $\beta_{\sigma,h,k}$:

$$(4.5b) \quad \text{The indecomposable tilting modules for } C_{\sigma,k} \text{ are precisely the indecomposable summands of } \Lambda^\vee(\sigma) \text{ for all } \nu \vdash k. \text{ Furthermore, for } \lambda \vdash k, \text{ the module } T(\sigma,\lambda) \text{ occurs exactly once as a summand of } \Lambda^\lambda(\sigma), \text{ and if } T(\sigma,\mu) \text{ is a summand of } \Lambda^\lambda(\sigma) \text{ for some } \mu \vdash k \text{ then } \mu \geq \lambda.$$

As a corollary of (4.5b), we obtain the following alternative description of $T(\sigma,\lambda)$:

4.5c. Lemma. For $\lambda \vdash k$, the module $T(\sigma,\lambda)$ can be characterized as the unique indecomposable summand of $\Lambda^\lambda(\sigma)$ containing a submodule isomorphic to $\Delta(\sigma)$.

Proof. By Theorem 3.5e(i), $\Lambda^\lambda(\sigma)$ has a unique submodule isomorphic to $\Delta(\sigma,\lambda)$. By (4.5b), $\Lambda^\lambda(\sigma)$ has a unique summand isomorphic to $T(\sigma,\lambda)$ and for any other summand $M$ of $\Lambda^\lambda(\sigma)$, $\text{Hom}_{C_{\sigma,k}}(\Delta(\sigma,\lambda), M) = 0$. These two statements imply the lemma. $\square$

Next, we explain the role of Theorem 3.4b in the theory. Recall that $h \geq k$.

4.5d. Theorem. The $C_{\sigma,k}$-module $T = \bigoplus_{\nu \in \Lambda(h,k)} \Lambda^\nu(\sigma)$ is a full tilting module. Moreover, the Ringel dual $C_{\sigma,k}^\ast$ of $C_{\sigma,k}$ relative to $T$ is precisely the algebra $S_{h,k}^{op}$, where $S_{h,k}$ acts on $T$ as in Theorem 3.4a.
§4.5 The Ringel dual of the cuspidal algebra

Proof. (4.5b) shows immediately that $T$ is a full tilting module. The second statement is a restatement of Theorem 3.4a. □

As consequences of Theorem 4.5d, we have the following double centralizer properties; of these, (ii) is a generalization of Takeuchi’s theorem [T].

4.5e. Theorem. The following double centralizer properties hold, for $h \geq k$:

(i) $\text{End}_{C_{\sigma,h}}\left( \bigoplus_{\nu \in \Lambda(h,k)} \Lambda^\nu(\sigma) \right) \cong S_{h,k}$ and $\text{End}_{S_{h,k}}\left( \bigoplus_{\nu \in \Lambda(h,k)} \Lambda^\nu(\sigma) \right) \cong C_{\sigma,k}$, where the right $S_{h,k}$-action is as in Theorem 3.4a;

(ii) $\text{End}_{C_{\sigma,k}}(M^k(\sigma)) \cong H_k$ and $\text{End}_{H_k}(M^k(\sigma)) \cong C_{\sigma,k}$, where $H_k = H_{F,q}(\Sigma_k)$ and the right $H_k$ action is as in (2.5b).

Proof. (i) Combine Theorem 4.5d with Lemma 4.5a.

(ii) Let $e \in S_{h,k}$ be the idempotent $\phi^i_{\lambda,k}(i,k)$. We note that as in [Do7, §3.3(1)], the indecomposable tilting module $T_h(\lambda)$ is a summand of $\Lambda^\lambda(V_h)$, for any $\lambda \in \Lambda^+(h,k)$. Consequently, by (1.3b)(ii), $T_h(\lambda)$ is both a submodule and a quotient of the $S_{h,k}$-module $S_{h,k}e$. Moreover, $S_{h,k}e$ is isomorphic to $V_h^\otimes k$, so is (contravariantly) self-dual. These observations imply that every composition factor of both the socle and the head of $T_h(\lambda)$ belong to the head of the projective $S_{h,k}$-module $S_{h,k}e$.

Now let $T = \bigoplus_{\nu \in \Lambda(h,k)} \Lambda^\nu(\sigma)$. Writing $\tilde{T}$ for the left $S_{h,k}$-module obtained from the right module $T$ by twisting with $\tau$, $\tilde{T}$ is a full tilting module for $S_{h,k}$ by Lemma 4.5a and Theorem 4.5d. The previous paragraph therefore shows that every composition factor of the socle and the head of $\tilde{T}$ belong to the head of $S_{h,k}e$. In other words, $V = W = \tilde{T}$ satisfy the conditions of Corollary 3.1c, taking $C = S_{h,k}, P = S_{h,k}e$ and $H = eS_{h,k}e$. We deduce at once from Corollary 3.1c that $\text{End}_{S_{h,k}}(\tilde{T}) \cong \text{End}_{S_{h,k}}(e\tilde{T})$. Switching to right actions, and using (i), we have now shown that

$$C_{\sigma,k} \cong \text{End}_{S_{h,k}}(Te).$$

(4.5.2)

Now we can prove the theorem. We know already that $H_k = \text{End}_{C_{\sigma,h}}(M^k(\sigma))$. As a left $C_{\sigma,k}$-module, $M^k(\sigma) \cong Te$. Moreover, by the way the action of $S_{h,k}$ on $T$ was defined in (3.4b), the $(C_{\sigma,k}, eS_{h,k}e)$-bimodule $Te$ is isomorphic to the $(C_{\sigma,k}, H_k)$-bimodule $M^k(\sigma)$, if we identify $H_k$ with $eS_{h,k}e$ so that $T_w \mapsto \kappa(T^w_v)$ for each $w \in \Sigma_k$, where $\kappa$ is as in (1.2b). In view of this,

$$\text{End}_{H_k}(M^k(\sigma)) \cong \text{End}_{eS_{h,k}e}(Te)$$

which is isomorphic to $C_{\sigma,k}$ thanks to (4.5.2). □

We end with the non-defining characteristic analogues of [Do5, Lemma 3.4(i)] and [MP, Corollary 2.3]. For $\lambda \vdash k$, let $P(\sigma, \lambda)$ denote the projective cover of $L(\sigma, \lambda)$ in the category $\text{mod}(C_{\sigma,k})$. Similarly, for $\mu \in \Lambda^+(h,k)$, let $P_h(\mu)$ denote the projective cover of $L_h(\mu)$ in the category $\text{mod}(S_{h,k})$. Obviously we have that:

$$P(\sigma, \lambda) \cong \beta_{\sigma,h,k}(P_h(\lambda')).$$

(4.5.3)
4.5f. Theorem. For \( \nu \in \Lambda(h,k) \),

\[
\hat{Z}^\nu(\sigma) \cong \bigoplus_{\lambda \vdash k} P(\sigma, \lambda')^{\oplus m_{\lambda,\nu}},
\]

(4.5.4)

\[
\hat{A}^\nu(\sigma) \cong \bigoplus_{\lambda \vdash k} T(\sigma, \lambda)^{\oplus m_{\lambda,\nu}},
\]

(4.5.5)

where \( m_{\lambda,\nu} \) is equal to the dimension of the \( \nu \)-weight space of \( L_h(\lambda) \).

Proof. Using Fitting’s lemma, there is a unique decomposition \( 1 = \sum_{\lambda \in \Lambda^+(h,k)} e_{\lambda} \) of the identity of \( S_{h,k} \) into orthogonal idempotents such that for each \( \lambda \),

\[
S_{h,k} e_{\lambda} \cong P_h(\lambda)^{\oplus \dim L_h(\lambda)}.
\]

We observe that \( \dim L_h(\lambda) = \dim \text{Hom}_{S_{h,k}}(S_{h,k} e_{\lambda}, L_h(\lambda)) = \dim e_{\lambda} L_h(\lambda) \). This shows that \( e_{\lambda} L_h(\lambda) = L_h(\lambda) \). Now, for any \( \nu \in \Lambda(h,k) \), \( \phi_{\nu,\nu}^1 \in S_{h,k} \) is an idempotent which obviously commutes with each \( e_{\lambda} \). So, \( \phi_{\nu,\nu}^1 e_{\lambda} \) is an idempotent. Observe that

\[
\text{Hom}_{S_{h,k}}(S_{h,k} \phi_{\nu,\nu}^1 e_{\lambda}, L_h(\lambda)) \cong \phi_{\nu,\nu}^1 e_{\lambda} L_h(\lambda) = \phi_{\nu,\nu}^1 L_h(\lambda),
\]

which is the \( \nu \)-weight space of \( L_h(\lambda) \). So, \( S_{h,k} \phi_{\nu,\nu}^1 e_{\lambda} \) is a direct sum of precisely \( m_{\lambda,\nu} \) copies of \( P_h(\lambda) \).

To prove (4.5.4), we have so far shown that \( S_{h,k} \phi_{\nu,\nu}^1 \cong \bigoplus_{\lambda \vdash k} P_h(\lambda)^{m_{\lambda,\nu}} \). Now apply the equivalence of categories \( \beta_{\sigma,h,k} \), using (4.5.3) and the fact observed in the proof of Lemma 3.5d that \( \beta_{\sigma,h,k}(S_{h,k} \phi_{\nu,\nu}^1) \cong Z^\nu(\sigma) \).

Now consider (4.5.5). Certainly by (4.5b), all indecomposable summands of \( T = \bigoplus_{\nu \in \Lambda(h,k)} \hat{A}^\nu(\sigma) \) are of the form \( T(\sigma, \lambda), \lambda \vdash k \). Combining this with Theorem 3.4a and Fitting’s lemma, we see that there is some permutation \( \pi \) of the set of partitions of \( k \) such that, for each \( \lambda \vdash k \), \( T e_{\lambda} \) is the largest summand of \( T \) isomorphic to a direct sum of copies of \( T(\sigma, \lambda) \). Recall from the definition of the action of \( \phi_{\nu,\nu}^1 \) from Theorem 3.4a that \( T \phi_{\nu,\nu}^1 \cong \hat{A}^\nu(\sigma) \). So, \( T \phi_{\nu,\nu}^1 e_{\lambda} \) is the largest summand of \( \hat{A}^\nu(\sigma) \) isomorphic to a direct sum of copies of \( T(\sigma, \pi(\lambda)) \). Moreover, using the first paragraph, we know that in fact \( T \phi_{\nu,\nu}^1 e_{\lambda} \) is a direct sum of precisely \( m_{\lambda,\nu} \) copies of \( T(\sigma, \pi(\lambda)) \). In other words, we know that for each \( \nu \vdash k \):

\[
\hat{A}^\nu(\sigma) \cong \bigoplus_{\lambda \vdash k} T(\sigma, \pi(\lambda))^{\oplus m_{\lambda,\nu}}.
\]

(4.5.6)

It therefore remains to prove that \( \pi(\lambda) = \lambda \) for each \( \lambda \vdash k \). We prove this by downward induction on the dominance order on \( \lambda \). The induction starts with \( \lambda = (k); \) here, \( \pi((k)) = (k) \) immediately from (4.5.6), since \( \Lambda^k(\sigma) = T(\sigma, (k)) \). Now take any \( \mu < (k) \) and suppose we have proved inductively that \( \pi \) fixes all more dominant partitions. Using the inductive hypothesis, (4.5.6) tells us that

\[
\hat{A}^\mu(\sigma) \cong T(\sigma, \pi(\mu)) \oplus \bigoplus_{\lambda > \mu} T(\sigma, \lambda)^{\oplus m_{\lambda,\mu}}.
\]

Finally, we know by (4.5b) that \( T(\sigma, \mu) \) appears as a summand of \( \hat{A}^\mu(\sigma) \), so we must have that \( T(\sigma, \mu) \cong T(\sigma, \pi(\mu)) \), whence \( \pi(\mu) = \mu \) as required. \( \square \)
Chapter 5

The affine general linear group

In this chapter we prove results that can be regarded as the modular analogues of the branching rules of Zelevinsky [Z, Theorem 13.5] and Thoma [Th]. Following the idea of Zelevinsky, we study the affine general linear group $AGL_n(F_q)$ with the same methods as we have developed so far for $GL_n(F_q)$. Roughly speaking, our main result relates restriction from $GL_n(F_q)$ to $AGL_{n-1}(F_q)$ to restriction from quantum $GL_n$ to quantum $GL_{n-1}$. As an application, we obtain a new dimension formula for irreducible modular representations of $GL_n(F_q)$, in terms of weight space dimensions of irreducible modules over quantum $GL_n$.

5.1. Levels and the branching rule from $AGL_n$ to $GL_n$

For a group $G$, $I_G$ will denote the trivial $F G$-module, where $F$ is as usual our fixed algebraically closed field of characteristic $p$ coprime to $q$. Also, for a subgroup $H \subset G$ and an $F H$-module $M$ (resp. an $F G$-module $N$), we will often write $M \uparrow^G_H$ (resp. $N \downarrow^G_H$) for ind$_H^G M$ (resp. res$_H^G N$).

Let $W_n$ denote an $n$-dimensional vector space over $F_q$ with basis $w_1, \ldots, w_n$. Let $G_n$ denote $GL_n(F_q)$ acting naturally on $W_n$. Let $H_n$ denote the affine general linear group $AGL_n(F_q)$, which is the semi-direct product $G_n W_n$ of $W_n$ (regarded now just as an Abelian group) by $G_n$. By convention, we allow the notations $G_0$, $H_0$ and $W_0$, all of which denote groups with one element.

We make some remarks about the representations of the Abelian group $W_n$ over $F$. Let $X_n$ denote the set of irreducible characters $W_n \to F^\times$, regarded as an $n$-dimensional $F_q$-vector space via $(\varepsilon + \chi)(w) = \varepsilon(w)\chi(w)$ and $(c\varepsilon)(w) = \varepsilon(cw)$ for $\varepsilon, \chi \in X_n, c \in F_q, w \in W_n$. To describe a parameterization of these characters, let $\chi : F_q \to F^\times$ be the non-trivial character fixed after (2.5.4). For any element $\theta$ of the $F_q$-linear dual $W_n^*$, let $\varepsilon_\theta$ denote the character sending $w \in W_n$ to $\chi(\theta(w)) \in F^\times$. Then, $X_n$ is precisely the set $\{\varepsilon_\theta \mid \theta \in W_n^*\}$. We let $\theta_1, \ldots, \theta_n$ denote the basis of $W_n^*$ dual to $w_1, \ldots, w_n$, and set $\varepsilon_i = \varepsilon_{\theta_i}$ to obtain a basis $\varepsilon_1, \ldots, \varepsilon_n$ for the $F_q$-vector space $X_n$.

The group $G_n$ acts on the characters $X_n$ by $(g\varepsilon)(w) = \varepsilon(g^{-1}w)$, for $g \in G_n, w \in W_n$. For a group $G$, $T_G$ will denote the trivial $F G$-module, where $F$ is as usual our fixed algebraically closed field of characteristic $p$ coprime to $q$. Also, for a subgroup $H \subset G$ and an $F H$-module $M$ (resp. an $F G$-module $N$), we will often write $M \uparrow^G_H$ (resp. $N \downarrow^G_H$) for ind$_H^G M$ (resp. res$_H^G N$).

Let $W_n$ denote an $n$-dimensional vector space over $F_q$ with basis $w_1, \ldots, w_n$. Let $G_n$ denote $GL_n(F_q)$ acting naturally on $W_n$. Let $H_n$ denote the affine general linear group $AGL_n(F_q)$, which is the semi-direct product $G_n W_n$ of $W_n$ (regarded now just as an Abelian group) by $G_n$. By convention, we allow the notations $G_0$, $H_0$ and $W_0$, all of which denote groups with one element.

We make some remarks about the representations of the Abelian group $W_n$ over $F$. Let $X_n$ denote the set of irreducible characters $W_n \to F^\times$, regarded as an $n$-dimensional $F_q$-vector space via $(\varepsilon + \chi)(w) = \varepsilon(w)\chi(w)$ and $(c\varepsilon)(w) = \varepsilon(cw)$ for $\varepsilon, \chi \in X_n, c \in F_q, w \in W_n$. To describe a parameterization of these characters, let $\chi : F_q \to F^\times$ be the non-trivial character fixed after (2.5.4). For any element $\theta$ of the $F_q$-linear dual $W_n^*$, let $\varepsilon_\theta$ denote the character sending $w \in W_n$ to $\chi(\theta(w)) \in F^\times$. Then, $X_n$ is precisely the set $\{\varepsilon_\theta \mid \theta \in W_n^*\}$. We let $\theta_1, \ldots, \theta_n$ denote the basis of $W_n^*$ dual to $w_1, \ldots, w_n$, and set $\varepsilon_i = \varepsilon_{\theta_i}$ to obtain a basis $\varepsilon_1, \ldots, \varepsilon_n$ for the $F_q$-vector space $X_n$.

The group $G_n$ acts on the characters $X_n$ by $(g\varepsilon)(w) = \varepsilon(g^{-1}w)$, for $g \in G_n, w \in
Under this action, the trivial character $0 \in X_n$ is fixed by $G_n$ and all other characters are permuted transitively. An elementary calculation shows that the group $C_{G_n}(\varepsilon_n)$ is isomorphic to $H_{n-1}$, embedded into $G_n$ as the subgroup of matrices of the form

$$
\begin{bmatrix}
* & * \\
0 & \cdots & 0 & 1
\end{bmatrix}
$$

We always identify $H_{n-1}$ with this subgroup of $G_n$. Thus, we have a chain of subgroups

$$
1 = H_0 \subset G_1 \subset H_1 \subset G_2 \subset H_2 \subset \ldots
$$

Given an $FH_n$-module $M$ and $\varepsilon \in X_n$, let

$$
M_\varepsilon = \{ m \in M \mid wm = \varepsilon(w)m \text{ for all } w \in W_n \}
$$

be the corresponding weight space. Since $FW_n$ is a semisimple algebra, $M$ decomposes as a direct sum of such weight spaces. Observe that the action of $G_n$ on $M$ induces an action on the weight spaces, so that $gM_\varepsilon = M_{g\varepsilon}$ for all $g \in G_n, \varepsilon \in X_n$. In particular, the $0$-weight space $M_0$ is stable under the action of $G_n$, while the $\varepsilon_n$-weight space $M_{\varepsilon_n}$ of $M$ is stable under the action of the subgroup $H_{n-1} < G_n$, since $H_{n-1}$ centralizes $\varepsilon_n$.

Now we introduce some functors. First, for $n \geq 0$, we have functors

$$
f_0^n : \text{mod}(FH_n) \to \text{mod}(FG_n),
$$

$$
e_0^n : \text{mod}(FG_n) \to \text{mod}(FH_n).
$$

For these, $f_0^n$ is defined on an object $M$ by $M \mapsto {M}_0$, the zero weight space of $M$, which we observed in the previous paragraph is $G_n$-stable. On a morphism, $f_0^n$ is defined simply to be its restriction to zero weight spaces. The functor $e_0^n$ is defined on an object $M$ to be the same vector space, but regarded as an $FH_n$-module by extending the action of $G_n$ on $M$ to $H_n$ by letting $W_n$ act trivially, and on a morphism by simply regarding the morphism as a homomorphism over $H_n$ instead of $G_n$. Next, for $n \geq 1$, we have functors

$$
f_\pm^n : \text{mod}(FH_n) \to \text{mod}(FH_{n-1}),
$$

$$
e_\pm^n : \text{mod}(FH_{n-1}) \to \text{mod}(FH_n).
$$

On an object $M$, $f_\pm^n$ sends $M$ to its $\varepsilon_n$-weight space $M_{\varepsilon_n}$, which is stable under the action of $H_{n-1}$; on a morphism, $f_\pm^n$ is defined by restriction. The functor $e_\pm^n$ is defined to be the composite of the inflation functor from $H_{n-1}$ to $H_{n-1}W_n$, with the action of $W_n$ being via the character $\varepsilon_n$, followed by ordinary induction from $H_{n-1}W_n$ to $H_n$. Finally, for $n \geq 1$ and $1 \leq i \leq n$, we have functors

$$
f_i^n : \text{mod}(FH_n) \to \text{mod}(FG_{n-i}),
$$

$$
e_i^n : \text{mod}(FG_{n-i}) \to \text{mod}(FH_n).
These are defined inductively by \( f_i^n = f_{i-1}^{n-1} \circ f_i^n \) and \( e_i^n = e_i^{n-1} \circ e_{i-1}^{n-1} \). By convention, if \( i > n \), the functor \( f_i^n \) denotes the zero functor. It will usually be obvious from context which group \( H_n \) we have in mind, so we will from now on drop the index \( n \) from our notation for the functors \( e_i^n, e_i^0, f_i^n \) and \( f_i^0 \).

5.1a. **Lemma.** (i) For any \( n \geq 1 \), the functors

\[
\begin{align*}
\tilde{f}_0 + f_+ : & \mod(FH_n) \to \mod(FG_n) \times \mod(FH_{n-1}), \\
\tilde{e}_0 + e_+ : & \mod(FG_n) \times \mod(FH_{n-1}) \to \mod(FH_n)
\end{align*}
\]

are mutually inverse equivalences of categories. Here, \( \tilde{f}_0 + f_+ \) denotes the functor \( ? \mapsto (f_0?, f_+?) \) and \( \tilde{e}_0 + e_+ \) is the functor \( (? , ?') \mapsto (e_0? \oplus (e_+ ?')) \).

(ii) For any \( n \geq 0 \), the functors

\[
\begin{align*}
\tilde{f}_0 \oplus f_1 \oplus \cdots \oplus f_n : & \mod(FH_n) \to \mod(FG_n) \times \mod(FG_{n-1}) \times \cdots \times \mod(FG_0), \\
\tilde{e}_0 \oplus e_1 \oplus \cdots \oplus e_n : & \mod(FG_n) \times \mod(FG_{n-1}) \times \cdots \times \mod(FG_0) \to \mod(FH_n)
\end{align*}
\]

are mutually inverse equivalences of categories.

**Proof.** (i) As in [Z, §13.1], this is a special case of a general result about representations of a semi-direct product \( GW \) where \( W \) is an Abelian normal subgroup of \( GW \), see [Se, 8.2]. Although the argument in loc. cit. is in characteristic 0, it applies equally well to our case since \( FW \) is a semisimple algebra.

(ii) Apply (i) and induction on \( n \). \( \square \)

With Lemma 5.1a as our motivation, we now make the basic definition for understanding the representation theory of \( H_n \). Say that an \( FH_n \)-module \( M \) belongs to the \( i \)th level if \( f_i(M) = 0 \) for all \( j \neq i \). We will also refer to the \( FH_n \)-module \( e_i \circ f_j(M) \) as the \( i \)th level of \( M \). By the lemma, any \( FG_n \)-module \( M \) splits uniquely as the direct sum of its levels.

We will now write \( C^n_{ss,p'} \) for the set \( C_{ss,p'} \) of representatives of the \( p \)-regular classes of semisimple elements \( G_n \) chosen in §2.1. We allow the notation \( C^n_{ss,p'} \), which is the set containing just one element, namely, the identity element \( 1 \in G_0 \); the composition \( \kappa(1) \) is then just the zero composition (0).

Applying Lemma 5.1a(ii), the irreducible \( FH_n \)-modules belonging to the \( i \)th level are precisely the modules \( e_i L \) as \( L \) runs over the irreducible \( FG_{n-i} \)-modules. We obtain immediately from (4.4b) the following description of the irreducible \( FH_n \)-modules:

\[
(5.1b) \quad \text{The set } \left\{ e_i L(s, \lambda) \mid 0 \leq i \leq n, s \in C^n_{ss,p'} \right\} \text{ is a complete set of non-isomorphic irreducible } FH_n \text{-modules.}
\]

Our aim in the remainder of the chapter is to understand induction and restriction of irreducibles between \( GL \) and \( AGL \). To start off with, we have the basic:
5.1c. Lemma. The following pairs of functors are isomorphic:

(i) \( \text{res}_{H_n^{-1}}^{G_n} \) and \( f_+ \circ \text{ind}_{G_n}^{H_n} : \text{mod}(F_{G_n}) \to \text{mod}(F_{H_n^{-1}}) \);

(ii) \( \text{ind}_{H_n}^{G_n} \) and \( e_0 \oplus (e_+ \circ \text{res}_{H_n^{-1}}^{G_n}) : \text{mod}(F_{G_n}) \to \text{mod}(F_{H_n}) \);

(iii) \( \text{ind}_{G_n}^{H_n^{-1}} \) and \( \text{res}_{H_n^{-1}}^{G_n} \circ e_+ : \text{mod}(F_{H_n^{-1}}) \to \text{mod}(F_{G_n}) \);

(iv) \( \text{res}_{H_n}^{G_n} \) and \( f_0 \oplus (\text{ind}_{H_n}^{G_n} \circ f_+) : \text{mod}(F_{H_n}) \to \text{mod}(F_{G_n}) \).

Proof. We only need to prove (i) and (ii); then, (iii) and (iv) follow immediately on taking adjoints. The subgroup \( W_n \subset H_n \) is a set of \( H_n/G_n \)-coset representatives. Since \( FW_n \) is a semisimple algebra, we can pick a basis \( \{ z_\epsilon | \epsilon \in X_n \} \) for \( FW_n \) such that \( wz_\epsilon = \epsilon(w)z_\epsilon \) for each \( w \in W_n \) and \( \epsilon \in X_n \). Then, for any \( F_{G_n} \)-module \( M \), we see that \( \text{ind}_{H_n}^{G_n} M = F_{H_n} \otimes F_{G_n} M \) can be written as a direct sum:

\[
\text{ind}_{H_n}^{G_n} M = \bigoplus_{\epsilon \in X_n} z_\epsilon \otimes M.
\]

Then, \( f_0(\text{ind}_{H_n}^{G_n} M) = z_0 \otimes M \cong M \) and \( f_+ (\text{ind}_{G_n}^{H_n} M) = z_{\epsilon_n} \otimes M \cong M \downarrow_{H_n^{-1}} \). We deduce that there are isomorphisms of functors:

\[
f_0 \circ \text{ind}_{H_n}^{G_n} \cong \text{id}_{\text{mod}(F_{G_n})}, \quad f_+ \circ \text{ind}_{G_n}^{H_n} \cong \text{res}_{H_n^{-1}}^{G_n}.
\]

In particular, this proves (i), while (ii) follows on applying Lemma 5.1a(i) and the properties above. \( \square \)

Before the next theorem, we introduce some further notation. Given \( m,n \geq 0 \), let \( S_{m,n} \) and \( Z_{m,n} \) be the subgroups of \( G_{m+n} \) consisting of all matrices of the form:

\[
S_{m,n} : \begin{bmatrix}
* & * & \cdots & * \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 1 & *
\end{bmatrix}, \quad Z_{m,n} : \begin{bmatrix}
I_m & * \\
0 & I_n
\end{bmatrix}.
\]

We view the group \( U_n \) of all upper uni-triangular matrices in \( G_n \) as a subgroup of \( S_{m,n} \), embedded in the obvious way into the bottom right hand corner of the matrices. Doing this, we can regard the Gelfand-Graev idempotent \( \gamma_n \in FU_n \) of (2.5.5) as an element of \( FS_{m,n} \). We also recall for use shortly that \( F\gamma_n \) is a one dimensional \( FU_n \)-module, and the induced module \( (F\gamma_n)^\uparrow_{G_n} \) is the Gelfand-Graev representation \( \Gamma_n \) of \( F_{G_n} \).

Now, there is an obvious surjective homomorphism

\[
S_{m,n} \twoheadrightarrow G_m \times U_n
\]

with kernel \( Z_{m,n} \). Define the functor

\[
\text{infl}_{G_m}^{S_{m,n}} : \text{mod}(F_{G_m}) \to \text{mod}(FS_{m,n})
\]
to be the composite of the functor $\boxtimes F_{\gamma_n} : \text{mod}(F G_m) \to \text{mod}(F(G_m \times U_n))$ followed by natural inflation functor along the surjection (5.1.1). Note that $S_{m,n+1}$ is a subgroup of $H_{m+n}$.

5.1d. **Lemma.** For any $m,n \geq 0$, the functor $e_n : \text{mod}(F G_m) \to \text{mod}(F H_{m+n})$ is isomorphic to the composite functor $\text{ind}_{S_{m,n+1}}^{H_{m+n}} \circ \text{infl}_{G_m}^{S_{m,n+1}}$.

**Proof.** We proceed by induction on $n$, the case $n = 0$ being trivial. Recalling that $e_n = e_+ \circ e_{n-1}$, the inductive step reduces at once to proving that there is an isomorphism of functors:

$$e_+ \circ \text{ind}_{S_{m,n+1}}^{H_{m+n-1}} \circ \text{infl}_{G_m}^{S_{m,n}} \cong \text{ind}_{S_{m,n+1}}^{H_{m+n}} \circ \text{infl}_{G_m}^{S_{m,n+1}}.$$

To see this, it is easier to show instead that the adjoints of each of these functors are isomorphic.

The adjoint functor to $e_+$ is $f_+ : \text{mod}(F H_{m+n}) \to \text{mod}(F H_{m+n-1})$. This can be viewed simply as left multiplication by the idempotent

$$z_{m+n} = \frac{1}{|W_{m+n}|} \sum_{w \in W_{m+n}} \varepsilon_{m+n}(-w)w \in FW_{n+m} \subset F H_{m+n}$$

corresponding to the character $\varepsilon_{m+n} \in X_{m+n}$. The adjoint of $\text{ind}_{S_{m,n+1}}^{H_{m+n-1}} \circ \text{infl}_{G_m}^{S_{m,n}}$ is given by first restriction from $H_{m+n-1}$ to $S_{m,n}$, followed by multiplication by the idempotent $\zeta_{m,n} \gamma_n$, where

$$\zeta_{m,n} = \frac{1}{|Z_{m,n}|} \sum_{z \in Z_{m,n}} z \in FS_{m,n}$$

and we are viewing $\gamma_n$ as an element of $FS_{m,n}$ as explained above. Hence, the adjoint of the composite functor $e_+ \circ \text{ind}_{S_{m,n+1}}^{H_{m+n-1}} \circ \text{infl}_{G_m}^{S_{m,n}}$ is given on objects just by multiplication by the idempotent $\zeta_{m,n} \gamma_n z_{m+n} \in F H_{m+n}$, and by restriction on morphisms.

On the other hand, the adjoint of the functor $\text{ind}_{S_{m,n+1}}^{H_{m+n}} \circ \text{infl}_{G_m}^{S_{m,n+1}}$ is given on objects by multiplication by the idempotent $\zeta_{m,n+1} \gamma_{n+1} \in F H_{m+n}$.

Now an easy matrix calculation in the group algebra $F H_{m+n}$ reveals that $\zeta_{m,n+1} \gamma_{n+1} = \zeta_{m,n} \gamma_n z_{m+n}$. Hence our functors are isomorphic.

Now we obtain the following fundamental result:

5.1. **Theorem.** For any $m,n \geq 0$, the following functors are isomorphic:

$$R_{G_m \times G_n}^{G_{m+n}} (\boxtimes \Gamma_n) : \text{mod}(F G_m) \to \text{mod}(F G_{m+n})$$

$$\text{res}_{G_m+n}^{H_{m+n}} e_n : \text{mod}(F G_m) \to \text{mod}(F G_{m+n}).$$
Proof. We will view all of the groups $G_{m+n}, S_{m,n}, S_{m,n+1}$ as naturally embedded subgroups of $H_{m+n} \subset G_{m+n+1}$. Also, write $F_{m,n}$ for the standard parabolic subgroup of $G_{m+n}$ with Levi factor $G_m \times G_n$ and unipotent radical $Z_{m,n}$.

Take any $FG_m$-module $M$. We first observe that as $(F\gamma_n) \uparrow G_n \cong \Gamma_n$, there is an isomorphism of functors:

$$R_{G_m \times G_n}^{G_{m+n}}(\cdot \boxtimes \Gamma_n) \cong \text{ind}_{S_{m,n}}^{G_{m+n}} \circ \text{inf}_{G_m}^{S_{m,n}}. \quad (5.1.2)$$

Now, there is a factorization $H_{m+n} = G_{m+n}S_{m,n+1}$, and $G_{m+n} \cap S_{m,n+1} = S_{m,n}$. So the Mackey theorem gives an isomorphism of functors

$$\text{res}_{G_{m+n}}^{H_{m+n}} \circ \text{ind}_{S_{m,n+1}}^{H_{m+n}} \cong \text{ind}_{S_{m,n}}^{G_{m+n}} \circ \text{res}_{S_{m,n+1}}^{S_{m,n}}. \quad (5.1.3)$$

Since $(F\gamma_{n+1}) \downarrow U_n \cong F\gamma_n$, there is an isomorphism of functors

$$\text{res}_{S_{m,n+1}}^{S_{m,n}} \circ \text{inf}_{G_m}^{S_{m,n+1}} \cong \text{inf}_{G_m}^{S_{m,n}}. \quad (5.1.4)$$

Now combine (5.1.2), (5.1.3), (5.1.4) and Lemma 5.1d to complete the proof. □

Theorem 5.1e has a number of important consequences. First, we obtain a proof of Gelfand’s theorem [Ge]:

5.1f. Corollary. Take $\sigma \in \overline{\mathbb{F}}^\times$ of degree $d$ over $\mathbb{F}_q$. Then,

(i) $M(\sigma) \uparrow^H \cong e_0 M(\sigma) \oplus e_d I_G$;

(ii) $M(\sigma) \downarrow_H \cong e_{d-1} I_G$.

Proof. (i) For any $0 \leq i \leq d$ and any irreducible $FG_{d-i}$-module $L$, compute using Frobenius reciprocity and Theorem 5.1e:

$$\text{Hom}_{H_d}(e_i L, M(\sigma) \uparrow^H) \cong \text{Hom}_{G_d}(e_i L \downarrow_H, M(\sigma)) \cong \text{Hom}_{G_d}(R_{G_{d-1} \times G_0}^{G_d}(L \boxtimes \Gamma_i), M(\sigma)) \cong \text{Hom}_{G_{d-1} \times G_0}(L \boxtimes \Gamma_i, *R_{G_{d-1} \times G_0}^{G_d}(M(\sigma))).$$

Since $M(\sigma)$ is cuspidal and irreducible, this is zero unless either $i = 0, L = M(\sigma)$ or $i = d, L = I_G$. In the former case, the resulting hom space is obviously one dimensional, while in the latter case, it is one dimensional thanks to Corollary 2.5e(ii). This shows that the socle of $M(\sigma) \uparrow^H$ has just two irreducible constituents, namely, $e_0 M(\sigma)$ and $e_d I_G$. Finally, by a dimension calculation using (2.4.1), we must have in fact that $M(\sigma) \uparrow^H$ is equal to its socle.

(ii) Apply (i) and Lemma 5.1c. □

The next corollary describes the restriction of an arbitrary irreducible $FH_n$-module to $FG_n$.

5.1g. Corollary. If $M = e_i L$ is an irreducible $FH_n$-module belonging to the $i$th level, then

$$M \downarrow G_n \cong R_{G_{n-1} \times G_1}^{G_n}(L \boxtimes \Gamma_i).$$
5.2. Affine induction operators

As motivation, we recall the definition of Green’s induction operator $\triangleright$, originally introduced in [G1]. Take integers $m, n \geq 0$. Given an $FG_m$-module $M$ and an $FG_n$-module $N$, let $M \triangleright N$ denote the $FG_{m+n}$-module

$$M \triangleright N = R_{G_n \times G_m}^{G_{m+n}} (M \boxtimes N).$$

The resulting operator $\triangleright$ allows one to ‘multiply’ two $GL$-modules to obtain a new $GL$-module. We will define two new operators $\triangleright_l$ and $\triangleright_r$, which will allow one to ‘multiply’ an $AGL$-module by a $GL$-module on the left and on the right, respectively, to obtain a new $AGL$-module.

To define $\triangleright_l$, let $M$ be an $FG_m$-module and $N$ be an $FH_n$-module. Consider the subgroups $Q_{m,n}$ and $X_{m,n}$ of $H_{m+n} \subset G_{m+n+1}$ consisting of all matrices of the form

$$Q_{m,n} : \begin{bmatrix} *_m & * & * \\ 0 & *_n & * \\ 0 & 0 & \cdots & 0 & 1 \end{bmatrix} \quad X_{m,n} : \begin{bmatrix} I_m & * & * \\ 0 & I_n & 0 \\ 0 & 0 & \cdots & 0 & 1 \end{bmatrix}$$

There is an obvious surjective homomorphism

$$Q_{m,n} \to G_m \times H_n$$

with kernel $X_{m,n}$. Now define $M \triangleright_l N$ to be the $FH_{m+n}$-module obtained by first inflating the $F(G_m \times H_n)$-module $M \boxtimes N$ to $Q_{m,n}$ along this surjection, then inducing as usual from $Q_{m,n}$ to $H_{m+n}$.
Next, to define $\diamond_r$, let $M$ be an $FH_{m+n}$-module and $N$ be an $FG_n$-module. Consider the subgroups $R_{m,n}$ and $Y_{m,n}$ of $H_{m+n} \subset G_{m+n+1}$ consisting of all matrices of the form

$$
R_{m,n} : \begin{bmatrix}
    *_m & * & *
    
    0 & *_n & 0
    
    0 & \cdots & 0 & \cdots & 0 & 1
\end{bmatrix}
$$

$$
Y_{m,n} : \begin{bmatrix}
    I_m & * & 0
    
    0 & I_n & 0
    
    0 & \cdots & 0 & \cdots & 0 & 1
\end{bmatrix}
$$

This time, there is a surjective homomorphism

$$
R_{m,n} \rightarrow H_m \times G_n
$$

with kernel $Y_{m,n}$. Define $M \circ_r N$ to be the $FH_{m+n}$-module obtained by first inflating the $F(H_m \times G_n)$-module $M \boxtimes N$ to $R_{m,n}$ along this surjection, then inducing as usual from $R_{m,n}$ to $H_{m+n}$.

The next lemma explains our interest in the operators $\diamond_\ell$ and $\diamond_r$.

5.2a. **Lemma.** Given an $FG_m$-module $M$ and an $FG_n$-module $N$,

$$(M \circ N) \downarrow_{H_{m+n-1}} \cong M \circ_\ell (N \downarrow_{H_{n-1}}) \oplus (M \downarrow_{H_{m-1}}) \circ_r N.$$

**Proof.** Let $P_{m,n}$ denote the standard parabolic subgroup of $G_{m+n}$ with Levi factor $G_m \times G_n$, which is the stabilizer of the subspace of $W_{m+n}$ spanned by $\{w_1, \ldots, w_m\}$. The subgroup $H_{m+n-1}$ has precisely two orbits on the set of $m$-dimensional subspaces of $W_{m+n}$, with representatives the subspaces spanned by $\{w_1, \ldots, w_m, w_1\}$ and $\{w_1, \ldots, w_m, w_{m+n}\}$. So there are two $H_{m+n-1}/G_{m+n}/P_{m,n}$-double cosets in $G_{m+n}$, with representatives $1$ and $\pi$, where $\pi$ is the permutation matrix corresponding to the cycle $(m+n m + n - 1 \ldots m)$ (so $\pi w_m = w_{m+n}$). Now the Mackey formula gives us that $(M \circ N) \downarrow_{H_{m+n-1}}$ is isomorphic to

$$(M \circ N) \downarrow_{P_{m,n}\cap H_{m+n-1}} \uparrow_{H_{m+n-1}} \oplus (\text{conj}_\pi(M\circ N)) \downarrow_{P_{m,n}\cap H_{m+n-1}} \uparrow_{H_{m+n-1}},$$

where $M \circ N$ denotes the $FP_{m,n}$-module obtained by inflation from the $F(G_m \times G_n)$-module $M \boxtimes N$. Observe that $P_{m,n} \cap H_{m+n-1} = Q_{m,n-1}$, so that the first term gives us precisely $M \circ_\ell (N \downarrow_{H_{n-1}})$, and $P_{m,n} \cap H_{m+n-1} = R_{m-1,n}$ so the second term is isomorphic to $(M \downarrow_{H_{m-1}}) \circ_r N$. ⧫

5.2b. **Theorem.** (i) Given an $FG_m$-module $M$ and an $FH_n$-module $N$,

$$f_0(M \circ_\ell N) \cong M \circ (f_0 N),$$

$$f_+ (M \circ_\ell N) \cong M \circ (f_+ N).$$
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(ii) Given an $FH_m$-module $M$ and an $FG_n$-module $N$,

$$f_0(M \circ_r N) \cong (f_0M) \circ N,$$

$$f_+ (M \circ_r N) \cong (f_0M) \circ_\ell (N \downarrow_{H_{n-1}}) \oplus (f_+M) \circ_r N.$$  

Proof. We just explain how to prove the final formula

$$f_+ (M \circ_r N) \cong (f_0M) \circ_\ell (N \downarrow_{H_{n-1}}) \oplus (f_+M) \circ_r N \quad (5.2.1)$$

appearing in (ii). The other three formulae are proved in similar (actually much easier) ways and we omit the details.

We shall identify $W_m$ (resp. $W_n$) with the subspace of $W_{m+n}$ spanned by $w_1, \ldots, w_m$ (resp. $w_{m+1}, \ldots, w_{m+n}$), so $W_{m+n} = W_m \oplus W_n$. Identify $X_{m+n}$ with $X_m \oplus X_n$ in a similar way. We also need some notation for coset representatives, so write $P_{m,n}$ for the standard parabolic subgroup of $G_{m+n}$ with Levi factor $G_m \times G_n$.

Let $\Omega_{m,n}$ denote the set of $(m+n)$-tuples:

$$\Omega_{m,n} = \left\{ \hat{i} = (i_1, i_2, \ldots, i_{m+n}) \mid \{i_1, i_2, \ldots, i_{m+n}\} = \{1, 2, \ldots, m+n\}, \quad i_k < i_{k+1} \text{ unless } k = m \right\}. $$

For $\hat{i} = (i_1, \ldots, i_{m+n}) \in \Omega_{m,n}$, let $w_\hat{i} \in \Sigma_{m+n} \subset G_{m+n}$ be the permutation matrix corresponding to the permutation $j \mapsto i_j$ for $1 \leq j \leq m+n$. We note that $\{w_\hat{i} \mid \hat{i} \in \Omega_{m,n}\}$ is precisely the set of distinguished $\Sigma_{m+n}/\Sigma_m \times \Sigma_n$-coset representatives. Also define

$$U_{\hat{i}} = \{ u \in U_{m+n} \mid u_{i_ji_k} = 0 \text{ for every } 1 \leq j < k \leq m+n \text{ with } i_j < i_k \}. $$

Finally, let $\pi$ be the permutation matrix for the cycle $(m+n \ m+n-1 \ldots \ m+1 \ m)$ of $\Sigma_{m+n}$. Now, regarding all of $H_{m+n-1}, Q_{m,n-1}$ and $R_{m-1,n}$ as naturally embedded subgroups of $G_{m+n} \subset H_{m+n}$, we claim:

(5.2c) (i) $\{uw_\hat{i}y \mid \hat{i} \in \Omega_{m,n}, u \in U_{\hat{i}}, y \in W_n\}$ is a set of $H_{m+n}/R_{m,n}$-coset representatives.

(ii) $\{uw_\hat{i} \mid \hat{i} \in \Omega_{m,n}, i_{m+n} = m+n, u \in U_{\hat{i}}\}$ is a set of $H_{m+n-1}/Q_{m,n-1}$-coset representatives.

(iii) $\{uw_\hat{i} \pi^{-1} \mid \hat{i} \in \Omega_{m,n}, i_m = m+n, u \in U_{\hat{i}}\}$ is a set of $H_{m+n-1}/R_{m-1,n}$-coset representatives.

To prove (5.2c), we first observe by the Bruhat decomposition that $\{uw_\hat{i} \mid \hat{i} \in \Omega_{m,n}, u \in U_{\hat{i}}\}$ is a set of $G_{m+n}/P_{m,n}$-coset representatives. Parts (i) and (ii) follow easily from this. To see (iii), let $W'_n$ denote the set

$$\{w \in U_{m+n} \mid 1 \leq j < k \leq m+n, w_{jk} = 0 \text{ unless } j \geq m, k = m+n \}.$$ 

As a variant of (i), the set $\{uw_\hat{i}y \mid \hat{i} \in \Omega_{m-1,n+1}, i_{m+n} = m+n, u \in U_{\hat{i}}, y \in W'_n\}$ is a set of $H_{m+n-1}/R_{m-1,n}$-coset representatives, working inside the group $G_{m+n}$. An explicit matrix calculation reveals that this is precisely the same set as in (iii).
Now we can prove (5.2.1). Let $M$ and $N$ be as in (ii). Choose a basis $n_1, \ldots, n_b$ for $N$ and, for each $\varepsilon \in X_m$, a basis $m_{\varepsilon,1}, \ldots, m_{\varepsilon,a_\varepsilon}$ for $M_\varepsilon$. Also let $\{\zeta_\varepsilon \mid \varepsilon \in X_n\}$ be a basis of the semisimple group algebra $FW_n$ such that $wz_\varepsilon = \zeta(w)z_\varepsilon$ for each $w \in W_n$. Using (5.2c)(i) and the definition of induced module, we can write down a basis of $M \circ_r N = FH_{m+n} \otimes FR_{m,n} (M \otimes N)$ as follows:

$$\{uw_i z_\varepsilon \otimes m_{\varepsilon,j} \otimes n_k \mid i \in \Omega_{m,n}, u \in U_i, \varepsilon \in X_m, \zeta \in X_n, 1 \leq j \leq a_\varepsilon, 1 \leq k \leq b\}.$$  

The basis vector $uw_i z_\varepsilon \otimes m_{\varepsilon,j} \otimes n_k$ has weight $uw_i (\zeta + \varepsilon)$. Now, for $i \in \Omega_{m,n}, u \in U_i$, we have that $w_i^{-1} w_i^{-1} \varepsilon_{m+n} = w_i^{-1} \varepsilon_{m+n}$ which either equals $\varepsilon_{m+n}$ if $i_{m+n} = m + n$, or $\varepsilon_m$ if $i_m = m + n$. Hence:

(5.2d) For $i \in \Omega_{m,n}, u \in U_i, \zeta \in X_m, \varepsilon \in X_n$, we have that $uw_i (\zeta + \varepsilon) = \varepsilon_{m+n}$ if and only if either $\varepsilon = 0, \zeta = 0$, $i_{m+n} = m + n$ or $\varepsilon = \varepsilon_m, \zeta = 0, i_m = m + n$.

We deduce that the $\varepsilon_{m+n}$-weight space of $M \circ_r N$ splits as a direct sum of $H_{m+n-1}$-modules, where the first has basis

$$\left\{ (uw_i z_\varepsilon m_{0,j} n_k) \mid i \in \Omega_{m,n}, i_{m+n} = m + n, u \in U_i, 1 \leq j \leq a_\varepsilon, 1 \leq k \leq b \right\},$$

and the second has basis

$$\left\{ (uw_i \pi^{-1}) \pi z_0 m_{\varepsilon,j} n_k) \mid i \in \Omega_{m,n}, i_m = m + n, u \in U_i, 1 \leq j \leq a_{\varepsilon_m}, 1 \leq k \leq b \right\}. $$

Now, the $z_{\varepsilon_{m+n}} m_{0,j} n_k$ span an $FQ_{m,n-1}$-submodule of $M \circ_r N$ isomorphic to the module obtained by inflating $(f_0 M) \boxtimes (N \downarrow H_{n-1})$ along the natural quotient map $Q_{m,n-1} \to G_m \times H_{n-1}$. Combining this with (5.2c)(ii), the definition of the operator $\circ_r$ and the characterization of induced modules, we see that the vectors (5.2.2) span a module isomorphic to $(f_0 M) \circ_r (N \downarrow H_{n-1})$. Similarly, the $\pi z_0 m_{\varepsilon,m} n_k$ span an $FR_{m-1,n}$-submodule of $M \circ_r N$ isomorphic to the module obtained by inflating $(f_+ M) \boxtimes N$ along the natural quotient map $R_{m-1,n} \to H_{m-1} \times G_n$. So using (5.2c)(iii) and the characterization of induced modules, we see that the vectors in (5.2.3) span a module isomorphic to $(f_+ M) \circ_r N$. 

5.2e. **Corollary.** (i) Given an $FG_m$-module $M$ and an $FH_n$-module $N$,

$$f_i(M \circ_r N) \cong M \circ (f_i N).$$

(ii) Given an $FH_m$-module $M$ and an $FG_n$-module $N$,

$$f_i(M \circ_r N) \cong (f_i M) \circ N \oplus \bigoplus_{j=0}^{i-1} (f_j M) \circ (f_{i-j-1}(N \downarrow H_{n-1})).$$

**Proof.** Use the corresponding parts of Theorem 5.2b and induction on $i$. 

\section{Affine induction operators}

5.2f. \textbf{Corollary.} Suppose that for \(i = 1, 2, 3\), we are given an \(FG_{n_i}\)-module \(M_i\) and an \(FH_{n_i}\)-module \(N_i\). Then, there are isomorphisms:

\begin{align*}
M_1 \circ (M_2 \circ M_3) &\cong (M_1 \circ M_2) \circ M_3, \\
N_1 \circ_r (M_2 \circ M_3) &\cong (N_1 \circ_r M_2) \circ_r M_3, \\
M_1 \circ_\ell (N_2 \circ_r M_3) &\cong (M_1 \circ_\ell N_2) \circ_r M_3, \\
(M_1 \circ M_2) \circ_\ell N_3 &\cong M_1 \circ_\ell (M_2 \circ_\ell N_3).
\end{align*}

\begin{proof}
Of these, (5.2.4) is a consequence of associativity of Harish-Chandra induction (2.2b). The remaining formulae follow in very similar ways from (5.2.4) and Corollary 5.2e, so we just prove (5.2.5) (the hardest) to illustrate the argument. In view of Lemma 5.1a, it suffices to check that for each \(i \geq 0\),

\[ f_i((N_1 \circ_r M_2) \circ_r M_3). \]

One then expands both sides using (5.2.4), Corollary 5.2e and Lemma 5.2a; in both cases, one obtains the formula

\[
(f_iN_1) \circ M_2 \circ M_3 \oplus \bigoplus_{j=0}^{i-1} \bigoplus_{k=0}^{i-j-2} (f_jN_1) \circ f_k(M_2 \downarrow H_{n_2-1}) \circ f_{i-j-k-2}(M_3 \downarrow H_{n_3-1}) \]

\[
\oplus \bigoplus_{j=0}^{i-1} (f_jN_1) \circ M_2 \circ f_{i-j-1}(M_3 \downarrow H_{n_3-1}) \]

\[
\oplus \bigoplus_{j=0}^{i-1} (f_jN_1) \circ f_{i-j-1}(M_2 \downarrow H_{n_2-1}) \circ M_3.
\]

Hence, the two are isomorphic. \qed
\end{proof}

5.2g. \textbf{Corollary.} Let \(M\) be an \(FG_m\)-module and \(N\) be an \(FG_n\)-module. Write \(M \uparrow^{H_m} = \bigoplus_{i \geq 0} e_i M_i\) and \(N \uparrow^{H_n} = \bigoplus_{j \geq 0} e_j N_j\). Then:

\begin{align*}
(M \circ N) \uparrow^{H_{m+n}} &= \bigoplus_{i,j \geq 0} e_{i+j}(M_i \circ N_j), \\
(M \circ N) \downarrow_{H_{m+n-1}} &= \bigoplus_{i,j \geq 0 \atop (i,j) \neq (0,0)} e_{i+j-1}(M_i \circ N_j).
\end{align*}

\begin{proof}
We prove (5.2.9); (5.2.8) then follows immediately by Lemma 5.1c(ii). It suffices by Lemma 5.1a(ii) and Lemma 5.2a to show that for all \(k \geq 0\),

\[ f_k((M \downarrow H_{m-1}) \circ_r N) \oplus M \circ_\ell (N \downarrow H_{n-1}) \cong \bigoplus_{i,j \geq 0, i+j-1=k} M_i \circ N_j. \]
Note that $M = M_0$ and $M \downarrow_{H_{m-1}} \cong \bigoplus_{i \geq 0} e_i M_{i+1}$, and similarly for $N$, thanks to Lemma 5.1c. So, using in addition Corollary 5.2e, we see

$$f_k((M \downarrow_{H_{m-1}}) \circ \sigma N) \oplus M \circ \ell (N \downarrow_{H_{m-1}}) \cong M_0 \circ N_{k+1} \oplus M_{k+1} \circ N_0 \oplus \bigoplus_{j=0}^{k-1} M_{j+1} \circ N_{k-j}.$$  

The proof follows.  

5.3. The affine cuspidal algebra

Now we introduce an affine analogue of the cuspidal algebra. Fix $\sigma \in \mathbb{F}_q^\times$ of degree $d$ over $\mathbb{F}_q$ and $k \geq 0$. Set $n = kd$ throughout the section. Recall the definition of the $FG_n$-module $M^k(\sigma)$ from (2.4.2); in the case $k = 0$, this is the trivial module over the trivial group $G_0$. Note that for each $0 \leq j \leq k$, the module $e_{dj} M^{k-j}(\sigma)$ is an $FH_n$-module. Define the affine cuspidal algebra

$$D_{\sigma,k} = D_{F,(\sigma)^k}(GL_n(\mathbb{F}_q)) = FH_n \left/ \bigcap_{j=0}^{k} \text{ann}_{FH_n}(e_{dj} M^{k-j}(\sigma)) \right..$$

So $D_{\sigma,k}$ can be thought of as the image of $FH_n$ under the representation afforded by the module $\bigoplus_{j=0}^{k} e_{dj} M^{k-j}(\sigma)$. The following lemma should serve as motivation for this definition:

5.3a. Lemma. $M^k(\sigma) \uparrow_{H_n} \cong \bigoplus_{j=0}^{k} \binom{k}{j} e_{dj} M^{k-j}(\sigma)$.

Proof. Use induction on $k$. The case $k = 1$ follows from Corollary 5.1f(i). For the induction step, write $M^k(\sigma) = M^{k-1}(\sigma) \circ M(\sigma)$ and apply Corollary 5.2g.  

5.3b. Corollary. If $M$ is a $C_{\sigma,k}$-module, then $M \uparrow_{H_n}$ is a $D_{\sigma,k}$-module.

Proof. It suffices to check this on projective indecomposables. In turn, since every projective indecomposable $C_{\sigma,k}$-module is a submodule of $M^k(\sigma)$ according to Theorem 3.4g, we just need to check this in the special case $M = M^k(\sigma)$. But in that case, the corollary follows from Lemma 5.3a and the definition of $D_{\sigma,k}$.  

Now fix $h \geq k$ for the remainder of the chapter. Write $S_{h,k}$ for the $q^d$-Schur algebra $S_{F,q^d}(h,k)$ as in §1.2. We need to work now with the algebra

$$S_{h,\leq k} = \bigoplus_{i=0}^{k} S_{h,i}. \quad (5.3.1)$$

This is a quasi-hereditary algebra with weight poset $\Lambda^+(h, \leq k) = \bigcup_{i=0}^{k} \Lambda^+(h,i)$, partially ordered by the union of the dominance orders on each $\Lambda^+(h,i)$. For
\( \lambda \in \Lambda^+(h, \leq k) \), we write \( L_h(\lambda), \Delta_h(\lambda) \), etc... for the usual modules over \( S_{h, \leq k} \) corresponding to the partition \( \lambda \). So if \( \lambda \in \Lambda^+(h, i) \) then these are the usual modules over the summand \( S_{h,i} \) of \( S_{h, \leq k} \), with all other summands acting as zero.

Also, for any \( 0 \leq j \leq k \), define

\[
Z_j = \bigoplus_{\nu \in \Lambda(h, k-j)} \hat{Z}^\nu(\sigma), \tag{5.3.2}
\]

which is an \((FG_{n-dj}, S_{h,k-j})\)-bimodule. Applying the functor \( e_{dj} \), we obtain an \((FH_n, S_{h,k-j})\)-bimodule \( e_{dj}Z_j \). Hence, the module

\[
\hat{Z} = \bigoplus_{j=0}^k e_{dj}Z_j \tag{5.3.3}
\]

is naturally an \((FH_n, S_{h, \leq k})\)-bimodule.

5.3c. **Theorem.** With notation as above, \( \hat{Z} \) is a \( D_{\sigma,k} \)-module which is a projective generator for \( \text{mod}(D_{\sigma,k}) \), and the endomorphism algebra \( \text{End}_{D_{\sigma,k}}(\hat{Z}) \) is precisely the algebra \( S_{h, \leq k} \).

**Proof.** Let us first recall some known facts from Theorem 3.4g. First, for each \( 0 \leq j \leq k \), \( S_{h,k-j} \) is the endomorphism algebra \( \text{End}_{FG_{n-dj}}(Z_j) \). Second, \( Z_j \) contains a copy of each of its composition factors in its head. Finally, as explained in the proof of Theorem 3.4g, Lemma 3.4f gives that

\[
\dim \text{Hom}_{FG_{n-dj}}(P_j, Z_j) = \dim \text{Hom}_{FG_{n-dj}}(Z_j, Z_j)
\]

where \( P_j \) is the projective cover of \( Z_j \) in the category \( \text{mod}(FG_{n-dj}) \).

Now, for \( 0 \leq j \leq k \), we regard \( Z_j \) (resp. \( P_j \)) as an \( FG_{n} \oplus FG_{n-1} \oplus \cdots \oplus FG_0 \)-module so that the summand \( FG_{n-dj} \) acts on \( Z_j \) (resp. \( P_j \)) as given and all other summands act as zero. Then, applying the Morita equivalence \( e_0 \oplus \cdots \oplus e_n \) of Lemma 5.1a(ii) to the statements in the previous paragraph, we deduce immediately that:

(i) \( \text{End}_{FH_n}(\hat{Z}) = S_{h, \leq k} \);

(ii) \( \hat{Z} \) contains a copy of every composition factor in its head;

(iii) \( \dim \text{Hom}_{FH_n}(\hat{P}, \hat{Z}) = \dim \text{Hom}_{FH_n}(\hat{Z}, \hat{Z}) \), where \( \hat{P} \) is the projective cover of \( \hat{Z} \) in the category \( \text{mod}(FH_n) \).

Now we prove the theorem. Since each \( Z_j \) is a direct sum of submodules of \( M^{k-j}(\sigma) \) by definition, \( e_{dj}Z_j \) is a direct sum of submodules of \( e_{dj}M^{k-j}(\sigma) \). Hence, \( \text{ann}_{FH_n}(e_{dj}M^{k-j}(\sigma)) \) annihilates \( e_{dj}Z_j \). This shows that the action of \( FH_n \) on \( \hat{Z} \) factors through the quotient \( D_{\sigma,k} \) to induce a well-defined \( D_{\sigma,k} \)-module.

Moreover, \( \hat{Z} \) contains a summand isomorphic to \( \bigoplus_{j=0}^k e_{dj}M^{k-j}(\sigma) \), hence \( \hat{Z} \) is a faithful \( D_{\sigma,k} \)-module. The endomorphism algebra \( \text{End}_{D_{\sigma,k}}(\hat{Z}) \) is just \( \text{End}_{FH_n}(\hat{Z}) \), hence isomorphic to \( S_{h, \leq k} \) by (i). Using (iii), Lemma 3.2a and faithfulness, \( \hat{Z} \) is a
projective $D_{\sigma,k}$-module. Finally, it is a projective generator for $\text{mod}(D_{\sigma,k})$ by (ii) and faithfulness, using the same argument as in the last paragraph of the proof of Theorem 3.4g. □

Now we proceed as we did in §3.5. Introduce functors
\[
\alpha_{\sigma,h,k} : \text{mod}(D_{\sigma,k}) \rightarrow \text{mod}(S_{h,k}), \quad \alpha_{\sigma,h,k} = \text{Hom}_{D_{\sigma,k}}(\hat{Z},?), \quad (5.3.4)
\]
\[
\beta_{\sigma,h,k} : \text{mod}(S_{h,k}) \rightarrow \text{mod}(D_{\sigma,k}), \quad \beta_{\sigma,h,k} = \hat{Z} \otimes S_{h,k}?, \quad (5.3.5)
\]

Theorem 5.3c immediately implies that:

(5.3d) The functors $\alpha_{\sigma,h,k}$ and $\beta_{\sigma,h,k}$ are mutually inverse equivalences of categories between $\text{mod}(D_{\sigma,k})$ and $\text{mod}(S_{h,k})$.

The next lemma identifies the various standard modules for $D_{\sigma,k}$ coming from the above Morita equivalence:

5.3e. Lemma. For any $0 \leq j \leq k$ and $\lambda \vdash (k-j)$,
\[
e_{dj}L(\sigma,\lambda) \cong \beta_{\sigma,h,k}((L_{h}(\lambda'))),
\]
\[
e_{dj}\Delta(\sigma,\lambda) \cong \beta_{\sigma,h,k}((\Delta_{h}(\lambda'))),
\]
\[
e_{dj}\nabla(\sigma,\lambda) \cong \beta_{\sigma,h,k}((\nabla_{h}(\lambda'))),
\]
\[
e_{dj}T(\sigma,\lambda) \cong \beta_{\sigma,h,k}((T_{h}(\lambda'))).
\]

Proof. We prove something more general. For each $0 \leq j \leq k$, the algebra $S_{h,k-j}$ is a summand of $S_{h,k}$. So there is a natural inflation functor
\[
infl_j : \text{mod}(S_{h,k-j}) \rightarrow \text{mod}(S_{h,k}).
\]

The lemma follows immediately from the claim:

(5.3f) The following functors are isomorphic:
\[
e_{dj} \circ \beta_{\sigma,h,k-j} : \text{mod}(S_{h,k-j}) \rightarrow \text{mod}(F_{n}),
\]
\[
\beta_{\sigma,h,k} \circ \text{infl}_j : \text{mod}(S_{h,k-j}) \rightarrow \text{mod}(F_{n}).
\]

To prove (5.3f), let $i_j \in S_{h,k}$ be the central idempotent corresponding to the identity of the summand $S_{h,k-j}$ of $S_{h,k}$. So, $S_{h,k-j} = i_j S_{h,k} i_j$, and the functor $\text{infl}_j$ is the functor $\hat{Z} i_j \otimes S_{h,k-j}$. Also observe that $\hat{Z} i_j = e_{dj} Z_j$, so there is an isomorphism of functors
\[
\beta_{\sigma,h,k} \circ \text{infl}_j = \hat{Z} \otimes S_{h,k} (S_{h,k-j} \otimes S_{h,k-j}) \cong \hat{Z} i_j \otimes S_{h,k-j} = (e_{dj} Z_j) \otimes S_{h,k-j}.
\]

Now use Lemma 5.1d and associativity of tensor product to deduce that
\[
(e_{dj} Z_j) \otimes S_{h,k-j} \cong e_{dj} \circ (Z_j \otimes S_{h,k-j}) = e_{dj} \circ \beta_{\sigma,h,k-j},
\]
To summarize: the algebra $D_{\sigma,k}$ is a quasi-hereditary algebra with weight poset \( \{ \lambda \vdash (k-j) \mid 0 \leq j \leq k \} \) partially ordered by $\geq$ (the opposite order to $S_{h,\leq k}$ since we have transposed partitions). Moreover, the $\{ e_{dj}L(\sigma, \lambda) \}$, $\{ e_{dj}\Delta(\sigma, \lambda) \}$, $\{ e_{dj}\nabla(\sigma, \lambda) \}$ and $\{ e_{dj}T(\sigma, \lambda) \}$ for all $0 \leq j \leq k, \lambda \vdash (k-j)$ give the irreducible, standard, costandard and indecomposable tilting $D_{\sigma,k}$-modules.

5.4. The branching rule from $GL_n$ to $AGL_{n-1}$

According to Lemma 5.1c(ii), understanding induction from $G_n$ to $H_n$ or restriction from $G_n$ to $H_{n-1}$ are essentially equivalent problems. It turns out that it is more convenient to study induction first and then deduce the consequences for restriction. Continue with the notation set up in the previous section. Also, let $S_{h+1,k}$ denote the $q^d$-Schur algebra $S_{F,q^d}(h+1,k)$ and $Z$ denote the $(FG_n, S_{h+1,k})$-bimodule

\[
Z = \bigoplus_{\nu \in \Lambda(h+1,k)} \hat{Z}^\nu(\sigma).
\]

So $Z$ is a projective generator for $\text{mod}(C_{\sigma, k})$. Now, the Levi subalgebra $S_{\nu,k}$ of (1.3g), in the special case $\nu = (h,1)$, is a subalgebra of $S_{h+1,k}$, isomorphic by (1.3.8) to

\[
\bigoplus_{j=0}^{k} S_{h,k-j} \otimes S_{1,j}.
\]

For any $j$, the algebra $S_{1,j}$ is one dimensional, so we can identify this subalgebra with the algebra $S_{h,\leq k}$ of (5.3.1). To be explicit, for $\mu \in \Lambda(h, k-j)$, write $\mu[j]$ for the $(h+1)$-tuple in $\Lambda(h+1, k)$ with $(h+1)$-entry equal to $j$, and all other entries being the same as in the $h$-tuple $\mu$. Also view $\Sigma_{k-j}$ as the naturally embedded subgroup of $\Sigma_k$. Then:

(5.4a) The embedding $S_{h,\leq k} \hookrightarrow S_{h+1,k}$ maps the standard basis element $\phi_{\mu, \lambda}^u$ of $S_{h,k-j} \subset S_{h,\leq k}$, for $\mu, \lambda \in \Lambda(h, k-j)$, $u \in D_{\mu,\lambda}$ to the standard basis element $\phi_{\mu[j], \lambda[j]}^{u'}$ of $S_{h+1,k}$, where $u'$ is the image of $u$ under the natural embedding $\Sigma_{k-j} \hookrightarrow \Sigma_k$.

For the next lemma, we regard the restriction $\hat{Z} \downarrow_{G_n}$ of the $(FH_n, S_{h,\leq k})$-bimodule $\hat{Z}$ of (5.3.3) as an $(FG_n, S_{h,\leq k})$-bimodule in the natural way.

5.4b. Lemma. There is a surjective $(FG_n, S_{h,\leq k})$-bimodule homomorphism

\[
\theta : \hat{Z} \downarrow_{G_n} \rightarrow Z,
\]

such that all other $FG_n$-homomorphisms $\hat{Z} \downarrow_{G_n} \rightarrow Z$ factor through $\theta$. 
Proof. Consider

\[ Z' = \bigoplus_{j=0}^{k} Z_j \circ Z^j(\sigma), \quad (5.4.1) \]

where \( Z_j \) is as in (5.3.2). Each \( Z_j \) is an \((FG_{n-d_j}, S_{h,k-j})\)-bimodule, so the summand \( Z_j \circ Z^j(\sigma) \) of \( Z' \) is an \((FG_n, S_{h,k-j})\)-bimodule (we have applied the functor \(? \circ Z^j(\sigma)\)). This makes \( Z' \) into an \((FG_n, S_{h,k})\)-bimodule. Now let \( \omega : Z' \to Z \) be the evident \( FG_n \)-module isomorphism that identifies the summand \( \tilde{Z}^\nu(\sigma) \circ Z^j(\sigma) \) of \( Z' \), for any \( 0 \leq j \leq k \) and \( \nu \in \Lambda(h, k-j) \), with the summand \( Z^\nu(\sigma) \) of \( Z \). We claim that \( \omega \) is a right \( S_{h,k} \)-module homomorphism, hence an isomorphism of \((FG_n, S_{h,k})\)-bimodules.

For the claim, we consider a standard basis element \( \phi_{\mu,\lambda}^u \) of the summand \( S_{h,k-j} \), for \( \mu, \lambda \in \Lambda(h, k-j) \) and \( u \in D_{\mu,\lambda} \). By (5.4a), this coincides with the element \( \phi_{\mu,\lambda}^{u[\nu]} \) of \( S_{h+1,k} \), so by Theorem 3.4c it acts as zero on all summands of \( Z \) except for the ones of the form \( \tilde{Z}^\nu(\sigma) \) for \( \nu \in \Lambda(h, k-j) \). Moreover, the action of \( \phi_{\mu,\lambda}^u \) on such a summand \( \tilde{Z}^\nu(\sigma) \) is zero unless \( \nu = \mu \), in which case the action is induced by right multiplication in \( M^k(\sigma) \) by the element \( \sum_{w \in S_{\mu[\nu]} D_{\mu[\nu]}} T^w \in H_k \). On the other hand, the action of the element \( \phi_{\mu,\lambda}^u \) on \( Z' \) is zero on all summands of \( Z' \) except \( Z_j \circ Z^j(\sigma) \), while on any summand \( \tilde{Z}^\nu(\sigma) \circ Z^j(\sigma) \) of \( Z_j \circ Z^j(\sigma) \) the action of \( \phi_{\mu,\lambda}^u \) is induced by applying the functor \(? \circ Z^j(\sigma)\) to the action coming from right multiplication in \( M^{k-j}(\sigma) \) by the element \( \sum_{w \in S_{\mu[\nu]} D_{\mu[\nu]}} T^w \in H_{k-j} \). To prove the claim, it just remains to observe that the element \( \sum_{w \in S_{\mu[\nu]} D_{\mu[\nu]}} T^w \) of \( H_k \) is the same as the element \( \sum_{w \in S_{\mu[\nu]} D_{\mu[\nu]}} T^w \) of the naturally embedded subalgebra \( H_{k-j} \subset H_{k-j} \otimes H_j \subset H_k \). So the two actions do indeed agree under the bijection \( \omega \) because of Lemma 3.2f(i).

Now we can prove the lemma. For each \( 0 \leq j \leq k \), fix a non-zero surjection \( \theta_j : \Gamma_{d_j} \to Z^j(\sigma) \), which exists and is unique up to scalars by Lemma 3.4d(i) and (3.4h). According to Theorem 5.1e, the \((FG_n, S_{h,k})\)-bimodule \( \tilde{Z} \downarrow_{G_n} \) can be identified with the bimodule \( \bigoplus_{j=0}^{k} Z_j \circ \Gamma_{d_j} \). Also, by the claim, we can use the map \( \omega \) to identify the \((FG_n, S_{h,k})\)-bimodule \( Z \) with \( \bigoplus_{j=0}^{k} Z_j \circ Z^j(\sigma) \). Now define \( \theta = \bigoplus_{j=0}^{k} \text{id}_{Z_j} \otimes \phi_j \), to give the desired \( \gamma \)-surjective \((FG_n, S_{h,k})\)-bimodule homomorphism

\[ \theta : \tilde{Z} \downarrow_{G_n} = \bigoplus_{j=0}^{k} Z_j \circ \Gamma_{d_j} \to \bigoplus_{j=0}^{k} Z_j \circ Z^j(\sigma) = Z. \]

It just remains to check that any other \( FG_n \)-homomorphism \( \bigoplus_{j=0}^{k} Z_j \circ \Gamma_{d_j} \to \bigoplus_{j=0}^{k} Z_j \circ Z^j(\sigma) \) factors through \( \theta \). Expanding the direct sums in the definition of \( Z_j \), this follows if we can show that

\[ \dim \text{Hom}_{FG_n}(\tilde{Z}^\nu(\sigma) \circ \Gamma_{d_j}, \tilde{Z}^\mu(\sigma)) = \dim \text{Hom}_{FG_n}(\tilde{Z}^\nu(\sigma) \circ Z^j(\sigma), \tilde{Z}^\mu(\sigma)) \]
for every $\nu \in \Lambda(h,k-j), \mu \in \Lambda(h+1,k)$. But given (3.4h), this follows at once from the stronger statement of Lemma 3.4f.

We remark that $C_{\sigma,k}$ is not a subalgebra of $D_{\sigma,k}$ in any natural way. However, by Corollary 5.3b, we can still define a functor

$$\text{ind}_{C_{\sigma,k}}^{D_{\sigma,k}} : \text{mod}(C_{\sigma,k}) \to \text{mod}(D_{\sigma,k}),$$

namely, the restriction of the functor $\text{ind}_{H_{n}}^{H_{n}} : \text{mod}(FG_{n}) \to \text{mod}(FH_{n})$ to the full subcategories $\text{mod}(C_{\sigma,k}) \subset \text{mod}(FG_{n})$ and $\text{mod}(D_{\sigma,k}) \subset \text{mod}(FH_{n})$. The following theorem relates this induction functor to the restriction functor from $S_{h+1,k}$ to the Levi subalgebra $S_{h,k}$.

5.4c. Theorem. The following functors are isomorphic:

$$\text{ind}_{C_{\sigma,k}}^{D_{\sigma,k}} \circ \beta_{\sigma,h+1,k} : \text{mod}(S_{h+1,k}) \to \text{mod}(D_{\sigma,k}),$$

$$\beta_{\sigma,h,k} \circ \text{res}_{S_{h,k}}^{S_{h+1,k}} : \text{mod}(S_{h+1,k}) \to \text{mod}(D_{\sigma,k}).$$

Proof. Since $Z$ is an $(FG_{n}, S_{h+1,k})$-bimodule, we can view $\text{Hom}_{FG_{n}}(Z, Z)$ as an $(S_{h+1,k}, S_{h+1,k})$-bimodule, where the actions are defined by $(s\psi)(z) = \psi(sz)$ and $(\psi s)(z) = \psi(z)s$ for $s \in S_{h+1,k}, z \in Z$ and $\psi : Z \to Z$. Then we can restrict the left action to the subalgebra $S_{h,k} \subset S_{h+1,k}$ to view $\text{Hom}_{FG_{n}}(Z, Z)$ an $(S_{h,k}, S_{h+1,k})$-bimodule. We first show that

$$\phi : \text{Hom}_{FG_{n}}(Z, Z) \cong \text{Hom}_{FG_{n}}(\hat{Z} \downarrow G_{n}, Z), \quad f \mapsto f \circ \theta,$$

is an $(S_{h,k}, S_{h+1,k})$-bimodule isomorphism, where $\theta$ is the surjection of Lemma 5.4b. Well, $\phi$ is bijective since $\theta$ is a surjection and every $FG_{n}$-homomorphism $\hat{Z} \downarrow G_{n} \to Z$ factors through $\theta$. It is obviously a right $S_{h+1,k}$-module map, and a routine check using the fact that $\theta$ is $S_{h,k}$-equivariant shows that it is a left $S_{h,k}$-module map.

Now note that the $(S_{h+1,k}, S_{h+1,k})$-bimodule $\text{Hom}_{FG_{n}}(Z, Z)$ is just the regular bimodule $S_{h+1,k}$ itself, in view of Theorem 3.4c. So, viewing $S_{h+1,k}$ as an $(S_{h,k}, S_{h+1,k})$-bimodule by restricting the left action, we have shown that the bimodules $\text{Hom}_{FG_{n}}(\hat{Z} \downarrow G_{n}, Z)$ and $S_{h+1,k}$ are isomorphic. Hence, by Frobenius reciprocity, there is an isomorphism $S_{h+1,k} \cong \text{Hom}_{FG_{n}}(\hat{Z}, Z \uparrow H_{n})$ as $(S_{h,k}, S_{h+1,k})$-bimodules. Since $Z$ is a $C_{\sigma,k}$-module, we even have by Corollary 5.3b that

$$S_{h+1,k} \cong \text{Hom}_{D_{\sigma,k}}(\hat{Z}, \text{ind}_{C_{\sigma,k}}^{D_{\sigma,k}} Z) \quad (5.4.2)$$

as $(S_{h,k}, S_{h+1,k})$-bimodules.

Now regard the functors $\alpha_{\sigma,h,k}$ and $\beta_{\sigma,j,k}$ of (5.3.4)–(5.3.5) as bimodule functors in the obvious way to obtain functors:

$$\alpha_{\sigma,h,k} : \text{bimod}(D_{\sigma,k}, S_{h+1,k}) \to \text{bimod}(S_{h,k}, S_{h+1,k}),$$

$$\beta_{\sigma,h,k} : \text{bimod}(S_{h,k}, S_{h+1,k}) \to \text{bimod}(D_{\sigma,k}, S_{h+1,k}).$$
By (5.3d) and naturality, \( \beta_{\sigma,h,\leq k} \circ \alpha_{\sigma,h,\leq k} \) is isomorphic to the identity functor on \( \text{bimod}(D_{\sigma,k},S_{h+1,k}) \). So if we apply \( \beta_{\sigma,h,\leq k} \) to (5.4.2) we deduce at once that there is a \((D_{\sigma,k},S_{h+1,k})\)-bimodule isomorphism

\[
\hat{Z} \otimes_{S_{h\leq k}} S_{h+1,k} \cong \text{ind}^{D_{\sigma,k}}_{C_{\sigma,k}} Z.
\]

(5.4.3)

Now we can prove the theorem. For any \( S_{h+1,k} \)-module \( M \), (5.4.3) and associativity of tensor products gives us natural isomorphisms:

\[
\beta_{\sigma,h,\leq k} \circ \text{res}^{S_{h+1,k}}_{S_{h\leq k}}(M) = \hat{Z} \otimes_{S_{h\leq k}} (\text{res}^{S_{h+1,k}}_{S_{h\leq k}} M)
\]

\[
\cong \hat{Z} \otimes_{S_{h\leq k}} (S_{h+1,k} \otimes S_{h+1,k} M)
\]

\[
\cong (\hat{Z} \otimes_{S_{h\leq k}} S_{h+1,k}) \otimes S_{h+1,k} M
\]

\[
\cong (\text{ind}^{D_{\sigma,k}}_{C_{\sigma,k}} Z) \otimes S_{h+1,k} M
\]

\[
\cong \text{ind}^{D_{\sigma,k}}_{C_{\sigma,k}}(Z \otimes S_{h+1,k} M) = \text{ind}^{D_{\sigma,k}}_{C_{\sigma,k}} \circ \beta_{\sigma,h,k}(M).
\]

Hence, the functors \( \beta_{\sigma,h,\leq k} \circ \text{res}^{S_{h+1,k}}_{S_{h\leq k}} \) and \( \text{ind}^{D_{\sigma,k}}_{C_{\sigma,k}} \circ \beta_{\sigma,h,k} \) are isomorphic. \( \square \)

Using Theorem 5.4c, we obtain the following description of composition multiplicities:

5.4d. Corollary. Suppose that \( \lambda \vdash k \).

(i) All composition factors of \( L(\sigma,\lambda) \uparrow^n \) are of the form \( e_d L(\sigma,\mu) \) for \( 0 \leq j \leq k \) and \( \mu \vdash (k-j) \). Moreover, for such \( \mu, j \),

\[
[L(\sigma,\lambda) \uparrow^n; e_d j L(\sigma,\mu)] = [\text{res}^{S_{h+1,k}}_{S_{h\leq k}} L_{h+1}(\lambda') : L_h(\mu')].
\]

(ii) All composition factors of \( L(\sigma,\lambda) \downarrow^1_{H_{n-1}} \) are of the form \( e_d j \downarrow L(\sigma,\mu) \) for \( 1 \leq j \leq k \) and \( \mu \vdash (k-j) \). Moreover, for such \( \mu, j \),

\[
[L(\sigma,\lambda) \downarrow^1_{H_{n-1}}; e_d j -1 L(\sigma,\mu)] = [\text{res}^{S_{h+1,k}}_{S_{h\leq k}} L_{h+1}(\lambda') : L_h(\mu')].
\]

Proof. (i) By the theorem, (3.5.3) and the definition of \( \text{ind}^{D_{\sigma,k}}_{C_{\sigma,k}} \),

\[
L(\sigma,\lambda) \uparrow^n \cong \text{ind}^{D_{\sigma,k}}_{C_{\sigma,k}} \circ \beta_{\sigma,h+1,k}(L_{h+1}(\lambda')) \cong \beta_{\sigma,h,\leq k} \circ \text{res}^{S_{h+1,k}}_{S_{h\leq k}}(L_{h+1}(\lambda')).
\]

Now the result follows immediately from Lemma 5.3e.

(ii) Apply Lemma 5.1c(i) to (i). \( \square \)

5.4e. Remarks. (i) Corollary 5.4d can be generalized easily to give a formula for the composition multiplicities in \( L \uparrow^H \) (resp. \( L \downarrow^{H_{n-1}} \)) for an arbitrary irreducible \( FG_\sigma \)-module of the form (4.4.1), using Corollary 5.2g and induction.

(ii) Theorem 5.4e can also be used to reduce other natural questions about the structure of \( L(\sigma,\lambda) \downarrow^1_{H_{n-1}} \) to analogous problems about \( L_{h+1}(\lambda') \downarrow^{S_{h\leq k}} \). The latter can in turn be answered by studying the branching rule from quantum \( GL_{h+1} \) to quantum \( GL_k \). For instance, the problem of determining the socle of \( L(\sigma,\lambda) \downarrow^1_{H_{n-1}} \), or a criterion for complete reducibility of \( L(\sigma,\lambda) \downarrow^1_{H_{n-1}} \), can be tackled in this way.
§5.5 A dimension formula for irreducibles

In this section, we prove a dimension formula for irreducible $FG_n$-modules in terms of the characters of the irreducible $S_{h,k}$-modules (the latter being conjecturally determined by the Lusztig conjecture in many cases). Continue with the notation of the previous section. In addition, for $\lambda \in \Lambda^+(h+1,k), \mu \in \Lambda^+(h, \leq k)$ and $\nu \in \Lambda(h+1,k)$, we will write

$$b_{\lambda,\mu} = \dim \left[ \text{res}_{S_{h,k}} L_{h+1}(\lambda) \right]$$

$$m_{\lambda,\nu} = \dim L_{h+1}(\lambda)_\nu,$$

i.e. $b_{\lambda,\mu}$ is the branching coefficient for restricting from the quantized enveloping algebra $A_{h+1}$ to $A_{h}$, and $m_{\lambda,\nu}$ is the dimension of the $\nu$-weight space of $L_{h+1}(\lambda)$.

We will need the following inductive description of the weight multiplicities:

5.5a. Lemma. For $0 \leq j \leq k$, $\lambda \in \Lambda^+(h+1,k)$ and $\mu = (m_1, \ldots, m_h) \in \Lambda(h, k-j)$,

$$m_{\lambda,\mu[j]} = \sum_{\nu \in \Lambda^+(h, k-j)} b_{\lambda,\nu} m_{\nu,\mu},$$

where $\mu[j] = (m_1, \ldots, m_h, j) \in \Lambda(h+1, k)$.

Proof. The restriction $\text{res}_{S_{h,k}} L_{h+1}(\lambda)$ splits as a direct sum of ‘levels’

$$\text{res}_{S_{h,k}} L_{h+1}(\lambda) = \bigoplus_{j=0}^{k} L_{h+1}(\lambda)^{(j)},$$

where $L_{h+1}(\lambda)^{(j)}$ is a module for the summand $S_{h,k-j}$ of $S_{h,k}$. Explicitly, $L_{h+1}(\lambda)^{(j)}$ is the sum of all weight spaces of $L_{h+1}(\lambda)$ corresponding to weights of the form $\nu = (n_1, \ldots, n_{h+1}) \in \Lambda(h+1, k)$ with $n_{h+1} = j$. Equivalently, it is the largest submodule of $\text{res}_{S_{h,k}} L_{h+1}(\lambda)$ all of whose composition factors are of the form $L_{h}(\nu)$ for $\nu \in \Lambda^+(h, k-j)$. This means that $L_{h+1}(\lambda)^{(j)}$ has the same composition factors over $S_{h,k-j}$ as

$$\bigoplus_{\nu \in \Lambda^+(h, k-j)} b_{\lambda,\nu} L_{h}(\nu).$$

We see that the $\mu[j]$-weight space of $L_{h+1}(\lambda)$ has the same dimension as the $\mu$-weight space of $\bigoplus_{\nu \in \Lambda^+(h, k-j)} b_{\lambda,\nu} L_{h}(\nu)$. The lemma follows. \Box

5.5b. Theorem. For $\lambda \vdash k$,

$$L(\sigma, \lambda') \downarrow_{\Gamma_{n-1}} \cong \bigoplus_{j=1}^{k} M_j \circ \Gamma_{dj-1}$$

where $M_j$ is an $FG_{n-dj}$-module having the same composition factors as the semisimple module $\bigoplus_{\mu \vdash (k-j)} b_{\lambda,\mu} L(\sigma, \mu')$. 

Proof. By Corollary 5.4d(ii),

\[ L(\sigma, \lambda') \downarrow H_{n-1} \cong \bigoplus_{j=1}^{k} e_{dj-1} M_j. \]

Now apply Theorem 5.1e. \( \square \)

5.5c. Corollary. For \( \lambda \vdash k \),

\[ \dim L(\sigma, \lambda') = k \sum_{j=1}^{k} \left[ \prod_{i=1}^{dj-1} (q^{n-i} - 1) \right] \left[ \sum_{\mu \vdash (k-j)} b_{\lambda, \mu} \dim L(\sigma, \mu') \right]. \]

Proof. If \( M \) is an \( FG_m \)-module, then an elementary calculation shows that

\[ \dim M \circ \Gamma_n = \dim M \left[ \prod_{i=1}^{n} (q^{m+i} - 1) \right]. \]

Now the corollary follows easily from Theorem 5.5b. \( \square \)

Now we introduce some polynomials. For a composition \( \mu = (m_1, m_2, \ldots) \vdash n \), define the polynomial \( R_\mu(t) \in \mathbb{Z}[t] \) by

\[ R_\mu(t) = \frac{\prod_{i=1}^{n} (t^i - 1)}{\prod_{i>0 \text{ with } m_i>0} (t^{m_1+\cdots+m_i} - 1)} \]

Let \( \lambda = (l_1, \ldots, l_a) \) be a partition of \( n \) of height \( a \). We will write \( \mu \sim \lambda \) if \( \mu \) is any composition of height \( a \) obtained from \( \lambda \) by reordering the non-zero parts. For example, if \( \lambda = (3, 2, 2) \), there are precisely three compositions \( \mu \) with \( \mu \sim \lambda \), namely, \( \mu = (3, 2, 2), (2, 3, 2) \) and \( (2, 2, 3) \). Define the polynomial \( S_\lambda(t) \in \mathbb{Z}[t] \) by the formula

\[ S_\lambda(t) = \sum_{\mu \sim \lambda} R_\mu(t). \quad (5.5.3) \]

For some very simple examples:

\[ S_{(1^n)}(t) = 1, \]
\[ S_{(a)}(t) = (t^{n-1} - 1)(t^{n-2} - 1) \ldots (t - 1), \]
\[ S_{(d^k)}(t) = \prod_{i=1}^{kd} (t^i - 1) / \prod_{i=1}^{k} (t^{di} - 1), \]
\[ S_{(2,1^{n-2})}(t) = (t^n - 1)/(t - 1) - n. \]

We note in particular that \( S_{(d^k)}(q) = |GL_{kd}(q) : GL_k(q^d)|_q \). Our main result is as follows:
5.5d. **Theorem.** Suppose that \( \sigma \in \mathbb{F}_q^\times \) is of degree \( d \) over \( \mathbb{F}_q \), and \( n = kd \) for some \( k \geq 1 \). Then, for any \( \lambda \vdash k \),

\[
\dim L(\sigma, \lambda') = S_{(d^k)}(q) \sum_{\mu \vdash k} m_{\lambda, \mu} S_{\mu}(q^d),
\]

where \( m_{\lambda, \mu} \) is as in (5.5.2).

**Proof.** For the proof, we will use the notation \( \nu \vdash k \) to mean that \( \nu \sim \mu \) for some \( \mu \vdash k \). So if \( \nu \vdash k \), \( \nu \) is a composition of \( k \) with as many non-zero parts as its height.

Now, if \( \nu \sim \mu \), then \( m_{\lambda, \mu} = m_{\lambda, \nu} \). So we can rewrite the statement we are trying to prove equivalently as

\[
\dim L(\sigma, \lambda') = S_{(d^k)}(q) \sum_{\nu \vdash k} m_{\lambda, \nu} R_{\nu}(q^d). \tag{5.5.4}
\]

We will prove (5.5.4) by induction on \( k \), the case \( k = 1 \) following from (2.4.1). For \( k > 1 \), we use Corollary 5.5c and the inductive hypothesis to obtain:

\[
\begin{align*}
\dim L(\sigma, \lambda') &= \sum_{j=1}^{k} \left[ \prod_{i=1}^{dj-1} (q^{n-i} - 1) \right] \sum_{\mu \vdash k-j} b_{\lambda, \mu} S_{(d^{k-j})}(q) \sum_{\nu \vdash k-j} m_{\mu, \nu} R_{\nu}(q^d) \\
&= \sum_{j=1}^{k} \sum_{\nu \vdash k-j} \left[ S_{(d^{k-j})}(q) R_{\nu}(q^d) \prod_{i=1}^{dj-1} (q^{n-i} - 1) \right] \left[ \sum_{\mu \vdash k-j} b_{\lambda, \mu} m_{\mu, \nu} \right].
\end{align*}
\]

Write \( \nu[j] \) for the composition obtained from \( \nu \) by replacing the first part equal to zero with \( j \). Then, a calculation from the definitions shows that for \( \nu \vdash k-j \),

\[
S_{(d^{k-j})}(q) R_{\nu}(q^d) \prod_{i=1}^{dj-1} (q^{n-i} - 1) = S_{(d^k)}(q) R_{\nu[j]}(q^d).
\]

Also, Lemma 5.5a shows that

\[
\sum_{\mu \vdash k-j} b_{\lambda, \mu} m_{\mu, \nu} = m_{\lambda, \nu[j]}
\]

Using these formulae, we can replace the two summations over \( j \) and \( \nu \) with one summation over \( \gamma \vdash k \) (so \( \gamma = \nu[j] \)). We obtain:

\[
\dim L(\sigma, \lambda') = \sum_{\gamma \vdash k} S_{(d^k)}(q) R_{\gamma}(q^d) m_{\lambda, \gamma}
\]

which verifies the induction step. \( \square \)
5.5e. **Remarks.** (i) For the unipotent case $\sigma = 1$, it is interesting to “set $q = 1$” in the right hand side of the dimension formula in Theorem 5.5d. Observe that $S_\lambda(1)$ is 0 unless $\lambda = (1^n)$, when it is 1. So the right hand side of the expression in the theorem is equal simply to $m_{\lambda,(1^n)}$, the weight multiplicity of the $(1^n)$-weight space of the irreducible module $L_n(\lambda)$ for the classical Schur algebra $S_1(n,n)$. This is well-known to be same as the dimension $\dim D^\lambda$ of the irreducible $F\Sigma_n$-module parametrized by the partition $\lambda'$, or zero if $\lambda$ is not $p$-restricted.

(ii) The idea in this section is extended in [Br] to give a similar result to Theorem 5.5d concerning the Brauer character values of the irreducible $FG_n$-modules at unipotent elements. In particular, it is shown there that

$$S_\lambda(q) = \sum_{\mu \vdash n} K_{\lambda,\mu}^{-1} \tilde{K}_{\mu',(1^n)}(q)$$

where $K^{-1} = (K_{\lambda,\mu}^{-1})$ is the inverse of the matrix of Kostka numbers of [M, I, (6.4)] and $\tilde{K} = (\tilde{K}_{\lambda,\mu}(q))$ is the matrix of renormalized Kostka-Foulkes polynomials as in [M, III, (7.11)].

(iii) For an application of Theorem 5.5d, see [BK₂].
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