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Formation and accumulation of gas hydrate
in porous media
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Abstract. Vast quantities of clathrate hydrate are found in the Arctic and

in marine sediments along continental margins. The clathrate structure traps
enormous volumes of methane gas, which is both a possible source of global climate
change and a potential energy resource. The growth rate and spatial distribution
of gas hydrate in the shallow sediments are influenced by a variety of interacting
physical processes. In order to quantify these processes, we develop mathematical
models for hydrate formation in porous media. An analytical model is derived for
the idealized problem of hydrate growth in a porous half-space which is cooled on
its boundary. Our calculations predict the growth rate of a hydrate layer for a
given rate of cooling and show that the volume of hydrate is strongly dependent
on the two-phase equilibrium between hydrate and seawater. For a representative
phase diagram we find that the volume of hydrate in the layer is less than 1% of
the pore volume. Larger volumes of hydrate observed in some locations demand
a sustained supply of gas and a long accumulation time. Numerical calculations
are used to investigate situations that are more representative of conditions in
marine sediments. A simple theoretical expression is derived for the rate of hydrate
accumulation due to advection of methane gas from depth. Using typical estimates
of fluid velocities in accretionary environments, we obtain an accumulation rate of
1% of the pore volume in 105 years. The predicted vertical distribution of hydrate
is consistent with geophysical inferences from observed hydrate occurrences along
the Cascadia margin. Similar distributions can arise from the combined effects of
in situ methane production and warming due to ongoing sedimentation. Predicted
differences between these two formation models may be detectable in geophysical

and geochemical measurements.

Introduction

Gas hydrates are ice-like crystalline compounds of
water and gas molecules that are stable above 0°C at
sufficiently high pressures. They are characterized by a
high capacity to store gas; 1 m® of the typical hydrate
found in nature contains as much as 164 m® of methane
gas at standard temperature and pressure conditions
[Kvenvolden, 1993]. Vast hydrate reserves have been
identified in the Arctic [Collett, 1993] and beneath the
sea floor off continental margins [Collins and Watkins,
1985; Ginsburyg et al., 1989; Hyndman and Spence, 1992;
Kvenvolden, 1993; Holbrook et al., 1996]. These discov-
eries have prompted preliminary investigations into the
feasibility of extracting methane gas for use as a clean-
burning fuel [Cherskii and Bondarev, 1972; Sloan, 1990;
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Collett, 1992] and the effect of a possible release of the
gas on global climate [Nisbet, 1990; Paull et al., 1991;
Loehle, 1993]. To quantitatively assess the economic
and environmental significance of these gas reserves, we
must first understand how the formation conditions in-
fluence the rate and distribution of hydrate accumula-
tion. '

Most of the ocean floor is within the appropriate
pressure-temperature regime for natural gas hydrates to
be stable, but adequate gas supplies for hydrate forma-
tion are normally confined to continental shelf regions.
Within shelf sediments the base of the hydrate stability
field is determined mainly by the geothermal gradient;
at some depth the temperature must exceed the equi-
librium temperature at the in situ pressure. This depth
is commonly associated with a discontinuity in acous-
tic impedance between partially hydrate saturated sed-
iment with a relatively high elastic velocity and fluid-
saturated sediment, with a small amount of free gas
[Singh and Minshull, 1994]. Studies of the resulting
seismic reflections, known as bottom simulating reflect-
ors, provide estimates of the hydrate saturation imme-
diately above the base of several hydrate deposits [Rowe
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and Gettrust, 1993; Singh and Minshull, 1994]. Unfor-
tunately, the depth dependence of the hydrate satura-
tion and hence the total volume of hydrate within these
hydrate layers is not well constrained. By modeling the
physical interactions that control hydrate formation, we
can predict the rate of hydrate accumulation and the
spatial distribution of the hydrate saturation in differ-
ent formation environments.

A few issues must be resolved before an accurate
quantitative model for the development of marine hy-
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phase diagram of gas hydrate. The three-phase equilib-

rium between free gas, hydrate, and aguecus sclution

has been well studied [e.g., Sloan, 1990], but this con-
dition may only apply at the base of hydrate zones in
marine sediments. Much less attention has been given
to the equilibrium conditions that prevail once temper-
ature and pressure conditions are well within the hy-
drate stability field. In principle, several combinations
of phases may coexist in a two-phase equilibrium within
the hydrate stability field, but the most probable phases
in a marine setting are hydrate and liquid water (e.g.,
seawater). Any free gas phase above the base of a ma-
rine hydrate layer should be completely incorporated
into the hydrate structure as long as excess water is
available [Handa, 1990], leaving only hydrate and water.
Even the residual gas dissolved in the aqueous solution
is preferentially incorporated into the hydrate structure
as the hydrate becomes more stable. Since most of the
hydrate zone lies within the region of two-phase equi-
librium, the relationship between pressure, temperat-
ure, and dissolved gas concentration in the fluid is an
important element of a formation model. It is also es-
sential to understand the importance of crystal growth
kinetics [Englezos et al., 1987]. The remote locations of
marine hydrate deposits complicate direct observations
of the in situ formation conditions and the resulting hy-
drate layer characteristics. By examining the formation
of hydrate layers in less complicated environments we
can gain insight into how hydrate growth is controlled
by interactions of various physical processes.

In this paper we present quantitative models of hy-

drate layer formation under conditions which are amenable

to testing with laboratory simulations. We begin our
discussion with a brief development of the equations
that govern the growth and accumulation of a hydrate
layer. This sets the stage for a model of hydrate forma-
tion in a low-velocity, fluid-saturated, porous medium.
We consider the problem of a one-dimensional porous
half-space (e.g., z > 0) cooled on its lower boundary as
an illustrative example and obtain analytical solutions
for the hydrate growth. Predictions for the layer grow-
thrate and hydrate saturation are used to show how
the hydrate growth depends on the formation condi-
tions. Next, we compare the results of our analytical
model with the results of a numerical model that incor-
porates the nonequilibrium effects of crystal growth ki-
netics. Nonequilibrium effects are found to be negligible
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in natural environments because of the large scale of the
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within the hydrate zone. These models are discussed in
the context of geophysical and nrnnrhpmwal estimates

of hydrate saturatlon in several known occurrences of
hydrate.

Governing Equations

We treat the hydrate formation environment as a con-
tinuum of sediment grains, fluid, and hydrate crystals.
The volume fraction of sediment grains is fixed by the
constant porosity ¢, and the pore space itself is par-
titioned into solid hydrate with volume fraction h and
aqueous solution with volume fraction 1 — h. As hy-
drate forms, changes in the relative proportions of hy-
drate and fluid cause variations in the bulk properties
of the continuum. Variations in properties such as heat
capacity, bulk density, and thermal diffusivity can effect
the evolution of temperature T, pressure P, fluid veloc-
ity u, and gas concentration ¢ throughout the porous
medium.

Since natural gas concentrations in hydrate-bearing
sediments are normally low [Claypool and Kaplan, 1974],
the liquid-gas mixture is modeled as an incompressible
fluid with constant dynamic viscosity 7, travelling at ve-
locity u through a fixed, homogeneous porous medium
with permeability k. Momentum conservation is de-
scribed by Darcy’s law [e.g., Phillips, 1991, p. 27]

u= —g(h)%VP' , (1)

where VP’ is the nonhydrostatic pressure gradient and
g(h) is a relative permeability function that accounts for
the reduction in effective permeability due to clogging of
pores with solid hydrate. (The velocity u is often called
the transport velocity and it is related to the interstitial
velocity v by u = ¢(1 — h)v.)

The fluid density py and hydrate density pj, will gen-
erally differ; hence the mass balance (see Rempel [1994]
for details)

o5V u=d(os — ) oy , @)

indicates that the rate of volume change associated with
the phase transition induces a divergence of flow. If,
however, the density difference and the rate of hydrate
production are small, (??) reveals that the flow will be
approximately solenoidal (i.e., V - u =~ 0).

Heat is transported by advection and dispersion through
the fluid and by thermal conduction through the bulk
matrix. The bulk thermal conductivity K(h) depends
on the hydrate saturation h, so that spatial variations
in h can alter the conductive heat flow. Latent heat L is
released by the exothermic processes of hydrate forma-
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tion, which acts as a heat source in the energy equation.
Thus the energy balance can be written as

proL Oh
psCy Ot ’

C’(h)% +u-VT =V (k(h)VT)+ (3)

where the effective thermal diffusivity x(h) (including
dispersive effects) and the normalized bulk heat capac-
ity C(h) are defined by

K(h)

psCs’

psCsd(1 — h) + pCroh + psCs(1 — )
psCs

in which the density p and isobaric heat capacity C of
the fluid, hydrate, and sediment are represented by the
subscripts f, h, and s, respectively.

Gas at a sufficiently low concentration is dissolved
or suspended in the pore liquid and transported at ve-
locity u. This advective transport is accompanied by
dispersion and diffusion down the compositional gradi-
ent. The combined dispersive and diffusive coefficient
is denoted by D. (Both dispersion and diffusion are
confined to the fluid, so both fluxes have a common de-
pendence on h. This allows us to define a combined
diffusive/dispersive coefficient.) It is also possible for
the diffusive flux to be driven by gradients in tempera-
ture and pressure, although we will not consider these
effects further.

Hydrate formation requires a transfer of gas from the
fluid into the hydrate. The mass fraction of gas cp in
the hydrate structure is treated as a constant, while the
mass fraction c in the fluid is depleted with time as the
hydrate grows. Conservation of gas requires

1
¢

k(h) =

C(h)=

1 -h)gg +u-Ve=V-[(1-h)DVd (5)

Ph Oh
Py (ch c) ot "’

Table 1. Physical Properties

Property Nominal Value Units

pf 1000 kg m—3
Ph 930 kg m~3
Ps 2650 kg m—3
Cy 4200 Jkg7! K™!
Ch 2080 Jkg ! K!
C, 2200 Jkg ' K1
1) 0.5 -
L 430 103 J kg~?
K 10~7 m? s71
D 10~° m? s7!

Sources are Hyndman and Davis [1992], Lide [1990],
and Sloan [1990].
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Figure 1. Schematic profile of temperature near the
seafloor. The temperature in the deep ocean and shal-
low seafloor sediments is represented by T'. Temper-
ature T4 corresponds to the three-phase equilibrium
between gas, hydrate, and liquid water at hydrostatic
pressure. Hydrate is stable in the uppermost region of
the seafloor sediments where the temperature T falls
below T4. The condition of three-phase equilibrium oc-
curs at the intersection of T' and T4, which defines the
base of the hydrate layer.

where the latter term represents a sink of gas due to the
incorporation of this gas into the hydrate structure.

Equations (?7?), (??), (??), and (?7), together with
the condition of thermodynamic equilibrium, provide a
complete description of hydrate formation in uniform
porous media. Typical values of the relevant phys-
ical parameters are given in Table 1. Numerical tech-
niques may be employed to solve the full nonlinear sys-
tem; however, we believe that important insights can
be gained by retaining only the essential elements of
the problem. We use scaling arguments to identify
the leading-order terms and obtain a reduced set of
equations. We also restrict our attention to solutions
which are independent of horizontal coordinates on the
grounds that pressure and temperature gradients in ma-
rine sediments are predominantly vertical.

Two-Phase Equilibrium

Hydrates in marine environments are typically found
in seafloor sediments below water depths of roughly
1000 m, corresponding to a hydrostatic pressure in ex-
cess of 10 MPa. The vertical extent of the hydrate layer
is limited by a sharp increase in the temperature gradi-
ent below the seafloor (see Figure 1). The temperature
at the base of the hydrate layer is thought to coincide
with the temperature of the three-phase hydrate-gas-
liquid equilibrium at hydrostatic pressure. At shallower
depths in the hydrate layer, temperatures fall below the
three-phase equilibrium value, so only two phases are
expected in this region. Handa [1990] has noted that
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free gas should not be present in a two-phase region
as long as water is present in excess; any free gas that
might be present should be converted to hydrate us-
ing the available water. Thus we expect the sediments
throughout most of the hydrate zone to contain solid
hydrate and seawater.

Equilibrium calculations for methane hydrate and lig-
uid water [Handa, 1990] indicate that the concentration
of gas dissolved in the fluid decreases as the temperat-
ure decreases or the pressure increases. In other words,
gas is progressively removed from the fluid as the hy-
drate becomes more stable. Experimental studies using
CO, hydrate [Yamane and Aya, 1995] support these
predictions. A qualitative representation of the gas sol-
ubility is indicated in Figure 2 where the mass fraction
of dissolved gas is shown as a function of temperature
at constant pressure. The break in the curve at A cor-
responds to the temperature at which hydrate first be-
gins to form when a sufficient supply of gas is available
(e.g., the three-phase equilibrium temperature T'4). At
higher temperatures the curve represents the usual sol-
ubility of a gas-fluid mixture, which decreases slowly
with increasing temperature. Temperatures less than
T4 correspond to the region where hydrates form. A
gas concentration in excess of the values indicated in
Figure 2 exists in a free gas phase at high temperature
and in the hydrate phase at low temperature.

Several interesting conclusions may be drawn from
Figure 2. Consider a closed sample of fluid which is
cooled from B. Since the gas concentration is fixed, the
sample remains at or below the gas saturation level until
the region of hydrate stability is reached. However, hy-
drate will not be chemically stable at T4 because there

Gas Concentration

Temperature

Figure 2. Gas solubility as a function of tempera-
ture at constant pressure. A denotes the temperature
and dissolved gas concentration at the three-phase equi-
librium between hydrate, free gas, and liquid water at
the prescribed pressure. When a closed sample of gas-
saturated liquid water at B is cooled (path denoted by
dashed line), hydrate does not form until the temperat-
ure reaches T.,. This temperature is below T4 because
the dissolved gas concentration is too low to establish
equilibrium at T'4.
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Height

Figure 3. Model calculation involving a homogeneous
half-space with porosity ¢. The boundary is cooled to a
temperature Ty below the hydrate equilibrium temper-
ature T,q. A hydrate layer develops with an advancing
interface defined by z = a(t). The hydrate saturation
h(z,t) in the layer is a function of both position and
time. The initial temperature and gas concentration
are denoted by T, and ceo.

is insufficient dissolved gas. As the sample cools below
T4, hydrate will eventually become stable. We denote
this temperature by Te, and emphasize that it falls be-
low T4 because of the low gas concentration in the fluid.
Further cooling below T,, promotes hydrate formation,
extracting gas from the fluid and decreasing the gas
concentration. Hydrate will continue to form until the
equilibrium concentration in the fluid is reached. Thus
the volume of hydrate produced from an aqueous solu-
tion depends on the extent to which the temperature
falls below Teq.
In our model calculations we consider the problem of
a homogeneous porous half-space saturated with a gas-
rich fluid, as depicited in Figure 3. The initial gas con-
centration ¢, is at or below the saturation concentra-
tion for the initial temperature To,. This initial temper-
ature is higher than the equilibrium value T,,. Hydrate
begins to form when the lower boundary temperature
is dropped below T, and maintained at Tp. A hydrate
layer develops at the boundary and begins to advance
into the porous half-space. The equilibrium concentra-
tion of gas in the growing hydrate region is assumed to
be a linear function of temperature, so that
c=co+c (T -Tp), T <Te (6)
where ¢y is the equilibrium concentration at Ty and ¢’
is a constant inferred from theoretical and experimental



REMPEL AND BUFFETT: FORMATION OF GAS HYDRATES

Table 2. Solubility of CH4 and CO,

Quantity CH4 CO.
cp? 1.3 x 1071 2.9 x 101
Coo® 1.0 x 1073 7.0 x 1072
c K1¢ 7% 1075 5x 1078
2assumes CH4 - 6H;0 and CO; - 6H;0 for hydrate
composition.

PCHy solubility at 6.06 MPa and 298 K [Fogg and
Gerrard, 1991]; CO; solubility at 30 MPa and 285 K
to be consistent with experimental value of ¢’ [Yamane
and Aya, 1995].

°After Handa [1990] and Yamane and Aya [1995].

studies (see Table 2). This approximation of the two-
phase equilibria completes the set of equations needed
to model the formation of gas hydrates in porous media.

Dimensionless Equations

To assess the relative importance of advection and
diffusion in the governing equations, it is convenient to
express the equations in dimensionless form. A suit-
able length scale for the problem is the thickness of the
hydrate layer, which is typically 102 m. The thermal
diffusion time is 2

= ()
which is defined in terms of the characteristic length
scale | =~ 10?2 m and the effective diffusivity x(h) in the
absence of hydrate. The corresponding velocity scale
for thermal diffusion is

_ &)
Uy = —r . (8)

It is also convenient to define an effective velocity for
chemical diffusion by

(9)

where € = D/k(0) is the ratio of chemical to thermal
diffusivity. Both velocity scales are altered slightly by
the addition of hydrate, but these changes are not large
enough to influence an order of magnitude estimate.
The relative importance of advection and diffusion in
(3) and (5) is determined by a comparison of the trans-
port velocity u with velocity scales u; and u.. When u
is much less than the diffusive velocity scales, advection
can be neglected to leading order in the correspond-
ing conservation equations. Typical thermal conduc-
tivities in continental shelf sediments are roughly 10°
W m~! K~ [Davis et al., 1990] which suggests that
k(h) =~ 1077 m? s~!. The corresponding velocity scale
uz is 1079 m s~!. Experimental measurements of the
chemical diffusivities of light hydrocarbons in sediment-
ary rocks vary widely, with reported values ranging from
10712 to 107® m? s~! [Kroos and Leythaeuser, 1988)].

Ue = €U,
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Therefore the velocity scale u. for chemical diffusion
varies from 10714 to 108 m s~!. By comparison, fluid
velocities in the Cascadia accretionary margin, where
vast hydrate reserves are located, have been reported
with an upper bound of 4 x 10~ m s~! [Hyndman et
al., 1993].

It is clear from the preceding estimates that thermal
diffusion dominates the heat transport in most marine
environments. The uncertainty in the chemical diffusion
coefficient hampers interpretations of the dominant gas
transport mechanism. The estimate 4 x 107! m s~!
falls in the middle of the diffusive estimates inferred
from experiments, so it is plausible that fluid flow is
primarily responsible for transporting gas in some geo-
graphic areas. However, it is also reasonable to expect
compositional diffusion to dominate advection at least
in some environments. These arguments do not address
the possibility of enhanced transport along fractures,
but these additional complications are not warranted
at this early stage. Since the neglect of advective trans-
port is most suitable for laboratory simulations, we pro-
ceed initially on the assumption that chemical diffusion
is primarily responsible for gas transport. The effects of
fluid transport are subsequently included in a numerical
model of hydrate formation.

Dimensionless governing equations are obtained us-
ing the thermal diffusion time and by defining suitable
scales for temperature and gas concentration. The typ-
ical changes in temperature and gas concentration over
the hydrate layer are T, — T and co, — Co, S0 we define
dimensionless temperature and gas concentrations by

. T-T,
T = T Ty

-~ _ C—C

¢ = P (10)

On introducing these dimensionless quantities and elim-
inating the advective transport, the energy and gas con-
servation equations reduce to

~ 0T _ 8 (~K(h)oT oh
C(h)g =53 (';(65“3—2) +S 3 (11)
(1—h)g—§ = e% ((1 - h)g—g) —%(a,,—e) % . (12)

where £ and Z are the dimensionless counterparts to ¢
and z, while S, ¢, and &, are defined by

s = proL
prf(Too - TO) ’
D
€ = m , (13)
- Ch — Co
Chb = —m .
Coo — Cp

The Stefan number S measures the importance of the
latent heat release relative to the heat required to change
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the temperature of the porous medium. The Lewis
number ¢ indicates the relative efficiency of heat and
gas diffusion, while the concentration ¢, is a dimen-
sionless measure of the amount of gas contained in the
hydrate structure. The two-phase equilibria, defined by
(6), can be written in dimensionless form as

¢=¢8T T<Tey (14)
where the dimensionless constant is given by & = ¢’ x
(Too — To)/(coo — co). Since the far-field concentration
Coo (say, point B in Figure 2) is equal to the concentra-
tion at T, it follows from our scaling convention that

5 -1
¢=T,.

An Equilibrium Model

When kinetic barriers to crystal growth are small
compared with other rate-limiting processes, it is conve-
nient to assume that the hydrate is in thermodynamic
equilibrium with the surrounding fluid. The validity
of this approximation depends on the timescales that
characterize the other processes. Once hydrate crystals
begin to nucleate, their continued growth depends on
the supply of gas and the removal of latent heat. Thus
the kinetics of crystal growth may be safely neglected if
the growth time associated with nonequilibrium effects
is much shorter than both the thermal and chemical
diffusion times. ;

Empirical models for nonequilibrium crystal growth
typically relate the growth rate to some measure of the
disequilibrium. A common measure of the disequilib-
rium is the amount of dissolved gas in excess of the
equilibrium concentration, as given by (6). For a first-
order model, the rate of consumption of gas can be de-
scribed by

L = —Kle - e
where c, is the equilibrium value defined in (6) and
K is the reaction rate constant. More deterministic
models for the nonequilibrium effects [Englezos et al.,
1987] yield qualitatively similar results, although K is
not strictly a constant. However, experiments on meth-
ane hydrate formation suggest that K ~ 1073 s~ (T.
Uchida, personal communication, 1996) over a range
of pressure and temperature conditions, so the charac-
teristic formation time X! is much shorter than 10!?
s, which is a typical time for thermal diffusion in ma-
rine environments. While nonequilibrium effects are ex-
pected to be negligible in natural environments, they
are liable to be more important in laboratory experi-
ments where physical dimensions are much smaller.
The assumption of thermodynamic equilibrium im-
plies that the temperature and gas concentration in
the hydrate zone are related by (14). Pressure varies
slightly across the hydrate layer, but the equilibrium

(15)
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temperature and gas concentration vary slowly with
pressure. Consequently, we may safely assume that the
parameter ¢’ in (14) remains constant over the entire
hydrate layer. We assume in our calculations that the
hydrate layer grows from the cooled boundary at Z =0
and that the advancing hydrate interface is defined by
% = a(f). Inside the hydrate layer, T and & obey (11)
and (12), but the condition of thermodynamic equilib-
rium (14) imposes a strong constraint which we exploit
to obtain solutions.

The gas concentration in the hydrate layer is altered
by the combined effects of diffusion and hydrate form-
ation. The relative importance of diffusion in (12) de-
pends on the Lewis number €. For typical parameter
values, € << 1, so (12) is primarily a balance between
the depletion of gas in the fluid and the local consump-
tion of gas due to hydrate formation. An approximate
gas balance may be expressed as

¢ Ph,. . Oh
1—h)==-=—=(é,—¢) —= 16
which can be integrated directly to give
ép — 1
1 — p)Pr/Ps = Ch . 1
1wyt = (223) an)

Simpler approximations for h are possible because px /p¢
~ 1 and ¢ < &, (e.g., large storage of gas in hydrate
structure). Invoking these simplifications yields

1-¢
Ch ’

which provides a reliable estimate of the hydrate sat-
uration. The accuracy of this estimate is confirmed by
subsequent comparisons with a complete numerical so-
lution.

The energy equation (11) in the hydrate layer may
now be expressed solely in terms of T' by eliminating
h using (18) and ¢ using the thermodynamic relation
(14). The resulting equation for T in 0 < % < a(f) is

(c@) +5) a_2 (ﬂa—T) .9

B D ~ ( (18)

Kk 0z

where

C(T) = C(0)+ AC(1 - &T),

ac- 2 (nCrzpiCr),
Ch prf

and C(0) is the usual bulk heat capacity defined by (4)
when h = 0. We use C(T') to denote the same bulk heat
capacity when it is expressed as a function of temper-
ature. The diffusivity x(T) is also dependent on tem-
perature through its dependence on h. However, the
thermal conductivity of water is remarkably similar to
that for hydrate. It follows that the thermal diffusivity,

(20)
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as defined by (4), remains nearly constant as hydrate
forms. Under these circumstances it is reasonable to
set k(T)/k = 1. Unfortunately, it is not possible to
introduce a similar simplification for the heat capacity
C(T) because C; is approximately twice as large as Cj,.
Manipulations leading to (19) have a straightforward
interpretation. The latent heat release, which appeared
explicitly in (11), is now included as the contribution S
to the specific heat. In this form we view the latent heat
as an anomaly in the specific heat. We also note that
the temperature dependence of C(T') reflects a change
in bulk properties due to hydrate formation. The amp-
litude of this temperature dependence is proportional
to AC, which includes in its definition the difference in
heat capacities pyCy — pCh and the volume of hydrate
present (roughly proportional to ¢, 1). Once a solution
to (19) is obtained for temperature in the hydrate layer,
estimates for & and k are given by (14) and (18).
Although the distribution of ¢ and h through the hy-
drate layer is unknown prior to solving for the tempera-
ture T, the values at the boundaries of the hydrate layer
are known from the boundary conditions. The imposed
dimensionless temperature at Z = 0 is
T(0,) =0 (21)
which implies that € =0 and h = E;l by the assump-
tions of thermodynamic equilibrium and small Lewis
number. At the top of the hydrate layer, 7 = a({),
the hydrate saturation vanishes, the gas concentration
equals the initial value ¢ = 1, and
T(a,t) = Teq. (22)
Since the hydrate saturation vanishes at the top of the
hydrate layer there is no discontinuity in h across the
interface Z = a(f). (This absence of an abrupt hydrate
front distinguishes the present problem from some pre-
vious studies of hydrate dissociation [Selim and Sloan,
1989; Tsypkin, 1991].) It follows from conservation of
energy that the temperature gradient across the inter-
face is continuous. Solutions for the temperature out-
side the hydrate layer are obtained by solving (11) with
h = 0. These solutions are subject to continuity con-
ditions on T and dT'/dZ at 7 = a(f), and the far-field
condition T =1 as 3 — oo.

Similarity Solution

Solutions for 7' throughout the porous medium are
conveniently found in terms of a similarity variable

{= — 5 \/_ (23)

It is also convenient to express the interface position in
the form

a(®) = 221,

so that the interface position, defined in terms of the

(24)
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similarity variable, becomes £ = X. Expressing the en-
ergy equation (19) in terms of ¢ yields

dT
dg
inside the hydrate layer. The energy equation outside

the hydrate layer is given by (11) after setting h = 0.
Introducing the similarity variable ¢ yields

d*T

Frl =0, 0<é<A

+2¢ (C(T) + s) (25)

27

Frl +2£C’(0) _0, A<€< oo (26)
The boundary conditions on 7'(¢) become
T(0) =
T(\) =Teq (27)
T(o0) =1

in addition to the continuity condition on dT'/dz at ¢ =
A. In fact, it is this condition on the continuity of the
gradient which is used to evaluate the constant \.

Integrating (26) for the temperature outside of the
hydrate layer (A < £ < 00) gives

Y | T a0/ T
T(&)—ef<€ c<o>)+ e 2 SO

x erfc <§ j C‘(O)) ,

where erf(z) is the error function and erfc(z) is the
complementary error function [Abramowitz and Stegun,
1972]. Unfortunately, a direct integration of (25) for the
temperature inside the hydrate layer is not as straight-
forward because the equation is nonlinear. However,
the nonlinearity is weak because typical variations in
C(T) with temperature are small. Consequently, it is
possible to obtain solutions to (25) using perturbation
methods.

A first approximation to (25) can be found by replac-
ing the specific heat C(T) with C(0). When deviations
between C(T) and C(0) are small, the resulting equa-
tion provides a reasonable approximation to (25). Such
an approximation is justified when the hydrate satura-
tion is small or, equivalently, when AC <« C(0). The
approximate solutlon T that satisfies the temperature
boundary conditions at £ = 0 and ) is

erf(§\/0(0)+ S)
Yerf(A\/C(0) +S)

A second, improved approximation is obtained by using
70 to evaluate C(T). On replacing C(T) in (25) with
C(T°) we get a more accurate governing equation which
can be readily integrated. Integrating once with respect
to £ gives

T(¢) =

0<é<A (29



10,158
af | ¢
1nE£—0 - -2 /0 2(C(0)+8)dz  (30)
o A A erf(z/C(0) + )
CACT“’/O W) 7 8)

although, for practical purposes, it suffices to approxi-
mate the error functions using

erf(z/C(0) +S) _
erf(A\/C(0) + S) A'

A second integration with respect to £ gives the tem-
perature inside the hydrate layer,

(31)

76 = Ty (32)
where
F(¢) = /06 e~ (C(0)+85-zAC) 4, (33)
d
. 2 (Tegl \ 4 A
AC = 3 AC. (34)

The function F(§) may be evaluated numerically, al-
though we note that F reduces to the form of an error
function when AC vanishes. Hence, in the special case
when AC =~ 0, the solution for T reduces to that given
- in (29).
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Figure 4. The dependence of the growth rate A

on the dimensionless equilibrium temperature Teq =
(Teq —T0)/(Too —Tp). Several results are obtained using
different values of the Stefan number S. The growth
rate increases with Teq to the 11m1t1ng case Teq =1,
where the far-field temperature is equal to the form-
ation temperature. Hydrate formation in this case is
limited by latent heat removal, and consequently, the
effect of varying S is more pronounced.
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Table 3. Dimensionless Parameters

Parameter CH4 CO,
C€(0) 1.2 1.2
AC -0.001 -0.03
S 0.3 10
S 0.03 1.0
€ 0.01 0.01
¢n 360 9.8

Concentration scales co, — ¢y are calculated using
theoretical values of ¢’ and a typical temperature vari-
ation T, — Ty =5 K.

The final step in the calculation is to evaluate the in-
terface position A from the condition that the temper-
ature gradients on either side of the hydrate interface
are continuous. Matching the gradients of the solutions
given in (28) and (32) requires

C(O) (1" eq)

T erfc(A/C(0) )

Teq —,\2(C(o)+s MAC) — g

F()°

which defines a transendental equation for A\. Once the
value of ] is found numerically using a Newton-Raphson
method, solutions for T are given by (28) and (32). The
values of ¢ and h inside the hydrate layer are given by
(14) and (18), completing the calculation.

Azc"(o)

(35)

Predictions of the Equilibrium Model

The position of the interface, Z = a({), is defined in
terms of A by (24). Higher values of A correspond to
more rapid hydrate growth, so it is convenient to view
A as a measure of the growth rate. The value of A
that solves (35) is dependent on the values of a number
of dimensionless parameters. These parameters are, in
turn, functions of the prescribed pressure and tempera-
ture conditions, as well as the chemistry of the hydrate-
aqueous solution system. Given the physical constraints
posed by the chemistry of the system, it is evident that
the two most important variables which can be altered
to control model behavior are the degree of undercool-
ing, represented by the dimensionless equilibrium tem-
perature Te,, and the latent heat release which is meas-
ured by the Stefan number S. Representative model
parameters for both methane hydrate and carbon diox-
ide hydrate are given in Table 3. These parameters are
used to solve (35) and show the dependence of model
behavior on the values of S and Te,.

Figure 4 uses the CO4 hydrate formation parameters
listed in Table 3 to illustrate the dependence of the
growth rate A on T,4. Each solid line represents this re-
lationship at a different value of the Stefan number S.
When the degree of undercooling is low at small Teq,
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layer growth is rate-limited by the process of cooling
the aqueous solution to the hydrate equilibrium tem-
perature. The Stefan number is less important in this
regime because the heat associated with cooling domi-
nates the latent heat in the heat budget. As a result,
the four curves coincide when T, goes to 0. As T, is
increased (e.g., the initial temperature is closer to the
equilibrium temperature), less heat must be removed
to cause hydrate formation and the layer grows more
rapidly. The growth rate is increasingly dependent on
the Stefan number S at higher degrees of undercooling.
In fact, when f‘eq approaches unity, the growth of the
layer is retarded only by the need to remove latent heat
since the initial solution temperature is already at the
equilibrium temperature. For comparison, we note that
the model describes the cooling of a half-space when
S=0.

The four curves in Figure 5 show the growth rate ) as
a function of the Stefan number S at different degrees of
undercooling Tey. As S tends to zero, ) is determined
by the rate at which the aqueous solution can be cooled.
When S is increased, the need to remove more latent
heat slows the rate of cooling and layer growth is slowed.
When the degree of undercooling is greater at higher
values of T, the importance of latent heat removal and
hence the dependence of A on the Stefan number is more
pronounced.

A Numerical Model

A numerical implementation of the full governing
equations (1)-(5) serves a number of useful purposes.
First, it is possible to assess the validity of the approx-
imations used in our equilibrium model. Second, we
can assess the role of nonequilibrium effects, which are
liable to be important in laboratory-scale problems. Fi-
nally, we can extend the calculations to situations that
are more representative of the formation conditions in
natural environments. The numerical calculations pre-
sented here are limited to one spatial dimension, but
no further restrictions are imposed on the solutions. In
this case the solutions are readily obtained using the
method of lines [Sincovec and Madsen, 1978].

The nonequilibrium effects are modelled using an em-
pirical first-order equation of the form given in (15).
When this kinetic model is expressed in dimensionless
form, the reaction rate constant is defined in terms of
the thermal diffusion time. Thus a value K = 1 implies
that the effects of phase kinetics and thermal diffusion
have comparable time scales, whereas larger values of X
indicate that kinetic effects are more rapid than ther-
mal diffusion. Calculations for several different values
of K are obtained for the problem of a porous half-space
cooled on its boundary. The results of these calculations
for large X may be compared directly with the results
of the equilibrium model to assess the accuracy of that
model.

The numerical solution for temperature is found to
agree well with the prediction of the equilibrium model,

1.0

Growth Rate A

00Lems o]
0 20

Stefan Number S

Figure 5. The dependence of growth rate A on the
Stefan number S, as defined by (13), which measures
the importance of latent heat release. Several results
are obtained using different values of the equilibrium
temperature Teq. In all cases the growth rate decreases
with increasing .S because the increasing effects of latent
heat release slow the rate of cooling.

but such a comparision does not reveal some of the
subtle differences between the two solutions. We fo-
cus instead on the results for gas concentration and hy-
drate saturation. A comparison of the solutions for gas
concentration as a function of position from the cooled
boundary is shown in Figure 6. The analytical (equi-
librium) solution is indicated by the dashed line, while
the numerical solutions obtained with different values
of K are indicated by solid lines. Hydrate begins to
form in the region nearest the boundary as the porous
half-space is cooled. Gas is extracted from the fluid
as the hydrate forms, lowering the dimensionless gas
concentration ¢ from the far-field value é., = 1. In the
equilibrium model the gas concentration is immediately
reduced to the equilibrium value predicted by (14). By
contrast, a smaller reduction occurs in the numerical
model, depending on the value of K. However, once
K = 100, the differences between the numerical and
equilibrium model are small. The largest difference oc-
curs at the leading edge of the hydrate front (roughly
Z = 0.15), where there has been insufficient time to
relax into an equilibrium state, and at the boundary
Z = 0, where a no flux condition (e.g., dé/dZ = 0) is
imposed on the numerical solution.

A complementary picture emerges from a compari-
son of the predicted hydrate saturation A, as shown in
Figure 7. The largest hydrate saturation occurs where
the reduction in the gas concentration is greatest, and
this always occurs at the boundary Z = 0. In the equi-
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Figure 6. Numerical solution for the dimensionless gas
concentration in a porous medium which is cooled on its
boundary (# = 0). Solutions are obtained using three
different values of the reaction rate constant X, and the
results are compared with the analytical (equilibrium)
model. The leading edge of the growing hydrate zone
is located near z = 0.15.

librium model the hydrate saturation decreases almost
linearly across the hydrate zone. Smaller hydrate sat-
urations develop when the phase change is limited by
kinetic effects, but the value K = 100 once again yields
results which are in reasonably good agreement with the
analytical solution. One exception occurs at the bound-
ary Z = 0 where the hydrate saturation predicted by the
numerical solution (X = 100) actually exceeds the equi-
librium prediction. These difference can be attributed,
in part, to the effects of chemical diffusion, which are
neglected in our equilibrium model. Chemical diffusion
can be important at early times when the gradients in
gas concentration are very steep. In fact, the gradient
in gas concentration is infinite at the boundary in the
equilibrium model when f = 0. Diffusion of gas into
the thin hydrate zone that develops at early times can
elevate the hydrate saturation, as indicated in Figure 7.
As the hydrate layer becomes thicker with time and the
chemical gradient becomes smaller, the diffusive trans-
port of gas is reduced, and the two solutions are once
again in good agreement.

The good agreement between the equilibrium model
and the numerical predictions for large K indicates that
the approximations used in the equilibrium model are
reasonable. The importance of kinetic effects is seen
to depend on the dimensionless value of K, which is
expressed in terms of a thermal diffusion timescale.
Therefore the role of kinetics will depend on the phys-
ical dimensions of the problem of interest. In the marine
environment, where a typical length scale is 100 m, the
dimensionless value of K is approximately 108. Conse-
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quently, kinetic effects are very fast compared with ther-
mal diffusion, and the equilibrium approximation may
be safely assumed. In laboratory experiments, where a
typical physical dimension might be 0.1 m or less, the
dimensionless value of X is 100 or less. Thus kinetic
effects are liable to be more important in laboratory
studies.

Application to Marine Environment

There are competing conceptual models for the form-
ation of hydrate in marine sediments. One model favors
generation of methane by biogenic activity within the
hydrate zone [Kvenvolden and Barnard, 1983; Brooks
et al., 1985], while the other model argues for a flux of
methane into the hydrate zone from below [Hyndman
and Davis, 1992; Paull, 1994]. The one-dimensional
numerical solutions described in the preceding section
can be adapted to quantitatively assess both of these
models.

We begin with the situation where methane is fluxed
into the hydrate zone from below by the combined ef-
fects of vertical advection and diffusion. We assume
that a reservoir of gas exists below the hydrate zone
where the concentration of gas dissolved in the fluid is
roughly constant (see Figure 8). Free gas may exist be-
low the hydrate zone, but we assume that this free gas
is not transported into the hydrate zone by fluid mo-
tion. Instead, the free gas maintains the concentration
of gas dissolved in the fluid beneath the hydrate zone
at a nearly fixed (saturated) value. For simplicity, we
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Figure 7. Numerical solution for the hydrate satura-
tion in a porous medium which is cooled on its bound-
ary (Z = 0). Solutions are obtained using three different
values of the reaction rate constant K, and the results
are compared with the analytical (equilibrium) model.
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Figure 8. Schematic profile of marine sediments near
the seafloor. A supply of methane gas is dissolved in
seawater below the hydrate zone. This dissolved gas
is transported into the hydrate zone by the combined
effects of advection and diffusion. The equilibrium con-
centration c., is defined by the two-phase equilibrium
between hydrate and seawater, and it decreases across
the hydrate zone.

assume that the concentration of dissolved gas beneath
the hydrate layer is everywhere equal to the equilibrium
value ceq(P,T) at the base of the hydrate layer, which
represents the gas saturation at these P and T con-
ditions. The equilibrium concentration decreases with
height through the hydrate layer because the pressure
and temperature conditions increasingly promote hy-
drate formation.

The heat transported vertically by fluid advection
represents a small perturbation on the large-scale diffu-
sive heat transport in most marine environments. Con-
sequently, we impose boundary conditions on temperat-
ure at the top and bottom of the hydrate layer assuming
a temperature gradient of 0.05 K m~1. We also impose
boundary conditions on the concentration of gas dis-
solved in the fluid. The value at the top boundary is
taken to represent seawater, while the bottom boundary
is fixed by the gas reservoir below the hydrate zone. As
an initial value, we set the gas concentration through
the interior of the hydrate layer equal to the seawater
value. The combined effects of advection and diffusion
carry gas into the hydrate layer and cause hydrates to
- form once the gas concentration exceeds the equilibrium
value c.q.

Figure 9 shows the evolution of the dimensionless gas
concentration as a function of the dimensionless posi-
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tion inside the hydrate layer. (The layer thickness is
used as the characteristic length scale, and the change
in the equilibrium concentration across the layer is used
to scale the gas concentration.) Profiles of gas concen-
tration at times £ = 0.5, 1.0, and 2.0 (in thermal diffu-
sion time) show a progressive intrusion of gas into the
hydrate zone. The gas concentrations do not exceed
the equilibrium concentration because any excess gas is
removed from the fluid by hydrate formation. During
this transient part of the calculation a small amount of
hydrate accumulates at the base of the hydrate layer
wherever the profile has reached the equilibrium con-
centration. At later times the profile of gas concentra-
tion reaches the equilibrium concentration everywhere
within the hydrate layer and hydrate forms throughout
the layer.

A very simple expression for the rate of hydrate
formation can be obtained once the gas concentration
reaches the steady, equilibrium profile. When the effects
of diffusive gas transport are small compared with the
advective transport, the equation for gas conservation

reduces to

Oh  pru-Vee,

ot Prod(ch — Ceq)
when ¢ = c.q in the hydrate zone. This expression for
the rate of hydrate formation is dependent on depth,
so it can be integrated to predict the vertical distrib-
ution of hydrate saturation. Since the factor ci — ceq
is nearly constant, the depth dependence is determined
mainly by the term u-Ve,,. In our calculations we have

(36)
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Figure 9. Evolution of the dissolved gas concentration
in the hydrate zone due to advection and diffusion of
gas from below. Increases in gas concentration are lim-
ited by the equilibrium concentration since any excess
gas is removed from the fluid by hydrate formation. A
steady state profile eventually develops in which the gas
concentration coincides with the equilibrium profile.
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assume that both u and Ve, are constant, so it fol-
lows that &h/dt is also constant within the layer. How-
ever, theoretical phase-equilibrium calculations by O.
Zatsepina and B. A. Buffett (Chemical equilibrium of
gas hydrates: Implications for the formation of hydrate
in the deep seafloor, submitted to Geophysical Research
Letters, 1997) have shown that |Vc.4| is largest at the
base of the hydrate, which implies that the hydrates
will form more rapidly at the base of the layer. The
predicted increase in hydrate saturation over the lower-
most 80-100 m of the hydrate layer is consistent with
both geophysical and geochemical estimates [Rowe and
Gettrust, 1993; Singh and Minshull, 1994; Yuan et al.,
1996). For illustrative purposes, we assume a vertical
velocity of 4 x 107! m s~! and find that the typical
additive increase in the hydrate saturation is 1% of the
pore volume in roughly 10° years.

The second model for hydrate formation involves bio-
genic generation of methane inside the hydrate layer.
If methane production is roughly uniform through the
layer, then we would expect hydrate to first appear near
the top of the layer because the equilibrium concen-
tration is lowest there. Continued methane production
would eventually elevate the concentration everywhere
in the layer to the equilibrium value and hydrate would
form throughout the layer. The vertical distribution of
hydrate would be fairly uniform or even concentrated
toward the seafloor if chemical diffusion of gas is sig-
nificant. Such a distribution is inconsistent with some
indirect observations which suggest that hydrate sat-
uration increases with depth. This inconsistancy can
be reconciled by allowing some alteration of conditions
in the sediments. For example, continued sedimenta-
tion will shift the geotherm because the newly deposited
sediments are maintained at the constant seafloor tem-
perature. As the buried sediments begin to experience
a temperature increase, hydrate at the base of the zone
will dissociate. The released methane will migrate back
into the hydrate zone in a recycling process that could
concentrate hydrate at the base of the layer.

If we start with a uniform hydrate saturation of 1%,
then the redistribution of hydrate that accompanies a
gradual warming of the marine sediments due to burial
is shown in Figure 10. Assuming a burial rate of 1 mm
yr~! and a geotherm of 0.05 K m~!, we allow the tem-
perature on the top and bottom boundaries to increase
at 5 x 1073 K yr~!. The gas concentration on the top
boundary is maintained at the seawater value, while a
no flux condition (e.g. dé/dZ = 0) is imposed on the
lower boundary to prevent gas from escaping out the
bottom.

After a period of time (roughly 6000 years in dimen-
sional units), the base of the hydrate has moved from
its initial position at Z = 0 to Z = 0.2. Most of the hy-
drate in this region has dissociated, causing an increase
in the gas concentration. A small amount of hydrate
remains below the hydrate zone because the dissocia-
tion is weakly limited by kinetic effects. All of the gas
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in excess of ¢ = 1 would be expected to be present as
free gas. This excess gas migrates back into the hy-
drate zone, but the tranport is slow if it occurs entirely
by chemical diffusion. As a result, hydrate formation
tends to be concentrated near the base of the hydrate
zone. The width of the peak in the hydrate saturation
is determined primarily by the effects of latent heat re-
lease and phase-change kinetics. When gas is diffused
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Figure 10. (a) Gas concentration and (b) hydrate sat-
uration with depth due to sedimentation. The base of
the hydrate zone has moved from Z = 0 to Z = 0.2 over
the numerical simulation. Gas in excess of the (dimen-
sionless) saturation é = 1 is present as free gas. The
methane gas which is released by hydrate dissociation
migrates back into the hydrate zone to produce a sharp
peak in the saturation at the present base of the hydrate
zone.
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into the hydrate zone, the latent heat released by hy-
drate formation causes a local increase in temperature
which prevents further hydrate formation until this ex-
cess heat is removed. Since the processes of sedimen-
tation and chemical diffusion are slow compared with
thermal diffusion, the latent heat is readily removed and
hydrate formation occurs over a small depth range. In
this case, nonequilibrium effects are primarily responsi-
ble for smearing the hydrate accumulution over a small
depth.

Superimposed on the sharp increase in hydrate sat-
uration at the base of the layer is a more gradual in-
crease in h that occurs throughout the layer. Gas is
transported upward by chemical diffusion along the con-
centration gradient. The result is a slow but nearly
uniform increase in hydrate saturation throughout the
layer. This accumulation is very similar to accumula-
tion due to advective transport from below. The prin-
cipal difference here is the presence and role of free gas
below the hydrate layer. In the calculations shown in
Figure 10 the excess gas released by dissociation con-
tributes to the chemical gradient that drives diffusion
into the hydrate zone. This sharp gradient at the base
of the layer causes the peak in hydrate saturation. On
the other hand, if any gas in excess of the solubility
forms bubbles that remain trapped in the sediments,
then the gas concentration in the fluid which drives
chemical diffusion would be limited by the gas solubil-
ity. The smaller chemical gradient would reduce the gas
transport from below and a smaller peak in the hydrate
concentration would develop. In fact, the resulting pro-
file would look quite similar to that produced by the
advection model. These conclusions should be qualified
since several processes have been neglected which could
play an important role. One is the mobility of bubbles
that nucleate from any excess gas below the hydrate
zone and another is the release of buoyant freshwater
by hydrate dissociation. In particular, the mobility of
gas bubbles could contribute to a sharp increase in the
saturation because these bubbles would not be expected
to persist for very long once they enter the hydrate zone
[Handa, 1990]. Both of these processes can be incorpo-
rated into the mathematical framework developed in
this paper.

Conclusions

We have presented a general set of equations (1)-
(5) for the formation of gas hydrates in uniform porous
media. A number of solutions are obtained to eluci-
date the relative importance of various physical effects
on hydrate formation. An analytical solution is derived
for the idealized problem of hydrate growth in a porous
half-space which is cooled on its boundary. Predictions
for the growth rate of a hydrate layer and its volume
saturation are useful for testing our theoretical develop-
ment in laboratory simulations. Consideration of kin-
etic barriers to crystal growth suggests that nonequilib-
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rium effects are negligible in natural environments but
could be more important in laboratorv simulations

=28 e AR0LT 2P0 aalt 22 QOIS0 SAIIRIAQLIONS.

Numerical calculations are used to investigate two sit-
uations that are thought to be representative of form-
ation conditions in marine sediments. One involves
the biogenic production of methane within the hydrate
zone. The added effect of sedimentation causes hydrate
at the base of the layer to dissociate. Upward migra-
tion of the released methane produces a sharp increase

in hydrate saturation at the base of the layer and a more

gradual increase throughout the layer. The other prob-
lem considered in this study involves a flux of methane

into the hydate zone by ﬁuld transport from below. A
simple theoretical expression is derived for the rate of
hydrate accumulation which depends on the fluid veloc-
ity and the nature of the two-phase equilibrium between
sea water and hydrate. For a representative phase dia-

gram and a hrnu'a] fluid va]nmhy we p'edlct an addit-

ive increase in the hydrate sa,turatlon of 1% of the pore
volume in 10° years. The vertical distribution of the
hydrate saturation is largely determined by the phase
diagram. Using the theoretical phase-equilibrium calcu-
lations of Zatsepina and Buffett (submitted manuscript,
1997), we find that hydrate forms most rapidly at the
base of the layer and that the accumulation rate de-
creases exponentially into the hydrate zone over a dis-
tance of roughly 80-100 m. This general pattern of de-
creasing saturation above the base of the hydrate layer
is consistent with both geophysical and geochemical es-
timates.
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