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Introduction

These are lecture notes for a year long graduate course in abstract alge-
bra given at the University of Oregon in 2002-2003. The text is Advanced
Modern Algebra by J. Rotman. I will greatly appreciate if you will let
me know of any misprints or errors you can find in these lecture notes.

This is a difficult course to take and to teach: there is a lot of material
to cover. As a result, it is difficult to get into things in a deep way, so
the course might sometimes even seem boring.

The homework assignments will be given weekly on Mondays and
collected also on Mondays. Only part of the problems will be graded.
The assignment will usually include sections from the textbook or these
lecture notes to read. This part of the assignment should never be
ignored! Sometimes I might assign sections which were not explained in
class.

The midterm will be on Wednesday of the 6th week of each term,
from 6 to 8:15 p.m., if possible. Final during the finals week according
to schedule.

I will assume that the material usually covered in 500 Algebra courses
has been mastered.

Finally, never fear! I am there to help.
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1

Groups

1.1 Things known

Throughout the course I will assume some maturity in linear algebra
(vector spaces, bases, linear transformations, bilinear forms, duals, ...)

As far as groups are concerned we assume that sections 2.1-2.5 and
parts of section 2.6 in Rotman are well understood, as these matters are
covered in detail in 500 Algebra.

Among other things, these sections discuss the following important
topics (which I will skip):

2.2 Symmetric group as an interesting example of a finite group. You
need to understand symmetric and alternating groups very well,
as these will occur throughout the course as main examples of
finite groups.

2.3 Formal definition of a group and more examples: cyclic groups,
dihedral groups, general linear groups, etc. All of them should be
your friends, just like symmetric groups.

2.4 Subgroups, cosets, Lagrange’s Theorem, Fermat’s Theorem, Sub-
groups generated by subsets.

2.5 Homomorphisms and automorphisms, kernels, images, conjuga-
tion, normal subgroups, center.

2.6 Quotient groups.

1.2 Cyclic groups

We will review some useful properties of cyclic groups. Most of the
proofs are omitted. The cyclic group of order n is denoted by Cn, and the
infinite cyclic group is denoted by C∞ (or Z if we use additive notation).
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1.3 Simplicity of An 3

Lemma 1.2.1 Let Cn = 〈g〉. For each divisor d of n, Cn has exactly
one subgroup of order d, namely 〈gn/d〉 = {h ∈ Cn | hd = 1}.

Lemma 1.2.2 Let Cn = 〈g〉. Every automorphism of Cn has form
α(gi) = gki for a fixed k with (k, n) = 1. Hence Aut(Cn) ∼= (Z/nZ)×,
the multiplicative group of the residue ring Z/nZ.

Remark 1.2.3 Note that Aut(Cn) does not have to be cyclic. What is
Aut(C8)?

Lemma 1.2.4 If an abelian group G has elements of orders k and l,
then it has an element of order LCM(k, l)

Proof Let g and h have orders k and l, respectively. If (k, l) = 1 it
is easy to see that the order of gh is kl. Otherwise let d = (k, l), and
consider the elements g and hl/d.

The following nice result is used very often.

Lemma 1.2.5 Let F be a field, and G be a finite subgroup of the mul-
tiplicative group F×. Then G is cyclic.

Proof First observe that, for every d ∈ Z>0, there are at most d solutions
of the equation xd = 1 in F×—indeed, the polynomial xd−1 has at most
d roots.

Now let g be an element of G having a maximal possible order n.
We claim that G = 〈g〉. Otherwise, pick an element h ∈ G \ 〈g〉.
By the choice of g, the order k of h is at most n. If k = n, then
1, g, g2, . . . , gn−1, h are n+1 solutions of xn = 1, giving a contradiction.
So we have k < n. Now, k divides n, for otherwise Lemma 1.2.4 yields an
element of order LCM(k, n) > n, giving a contradiction. Finally, we get
a contradiction anyway, as now 1, gn/k, g2n/k, . . . , g(k−1)n/k, h are k + 1
solutions of xk = 1.

1.3 Simplicity of An

Recall that a group is called simple if it has exactly two normal sub-
groups (which then have to be {1} and G itself). Just to start our
course somewhere, in this section we will prove the classical result that
the alternating group An is simple for n ≥ 5. Simple groups are very
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important in group theory, and An was historically the first example of
a simple group.

Lemma 1.3.1 Let n ≥ 5. Then all 3-cycles are conjugate in An.

Proof Let i, j, k, l,m, , . . . be arbitrary (distinct) numbers from

{1, 2, . . . , n}.

We can conjugate (1, 2, 3) to (i, j, k) using the permutation σ which maps
1 to i, 2 to j, and 3 to k, and leaves 4, 5, . . . invariant. If σ happens to
be odd, then use (l,m)σ instead.

Lemma 1.3.2 Let n ≥ 3. Then An is generated by the 3-cycles.

Proof Any element of An is a product of an even number of transposi-
tions. Consider a product of two transpositions (i, j)(k, l). If all numbers
i, j, k, l are distinct, then

(i, j)(k, l) = (i, j)(j, k)(j, k)(k, l) = (i, j, k)(j, k, l).

Otherwise the product looks like (i, j)(j, k), which equals (i, j, k). The
lemma follows.

If g, h are two elements of a group G, we write [g, h] for the element
ghg−1h−1, called the commutator of g and h. This terminology comes
from the fact that g and h commute if and only if their commutator is 1.

Theorem 1.3.3 Let n ≥ 5. Then An is simple.

Proof Let {1} 6= H E An. By the lemmas above, it suffices to show
that H contains a 3-cycle. Take σ ∈ H \ {1}.

Let us suppose first that n = 5. Then either σ = (i, j)(k, l) or σ =
(i, j, k, l,m). In the former case take τ = (i, j)(k,m). Then (m, l, k) =
[τ, σ] ∈ H. In the latter case, take τ = (i, j, k). Then (i, j, l) = [τ, σ] ∈
H. We are done in both cases.

Now, let n = 6. If σ fixes some i ∈ {1, 2, . . . , 6}, then σ belongs
to a subgroup A5 < A6 permuting the remaining 5 symbols. Thus,
σ ∈ H ∩ A5. Therefore H ∩ A5 is a non-trivial normal subgroup of
A5. As we already know that A5 is simple, this implies H ≥ A5. In
particular, H contains a 3-cycle, and we are done. So assume σ does not
fix any element. Then either σ = (i, j)(k, l,m, r) or σ = (i, j, k)(l,m, r).
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In the first case, 1 6= σ2 ∈ H fixes i (and j), and we are reduced to the
case already considered above. In the second case take τ = (j, k, l). We
have again (k, i,m)(j, l, k) = [σ, τ ] ∈ H fixes r.

Finally, let n ≥ 7. There exist i 6= j with σ(i) = j. Chose a 3-cycle
α which fixes i but moves j. Then ασ 6= σα, as the two elements differ
on i. Hence γ := [α, σ] is a non-trivial element of H. But σα−1σ−1 is
a 3-cycle. So γ is a product of two 3-cycles. Hence it moves at most
6 elements, say, i1, . . . , i6. Let F ∼= A6 be the alternating group on
{i1, . . . , i6} considered as a subgroup of An. Then γ ∈ H ∩ F , whence
H ≥ F by simplicity of F , and so H contains a 3-cycle.

Example 1.3.4 A permutation of the set {1, 2, . . . } is called finitary if it
fixes all but finitely many points. Denote by A∞ the finitary alternating
group, i.e. the group of all even finitary permutations. Using the fact
that A∞ = ∪n≥1An, it is easy to see that A∞ is simple, giving us an
example of an infinite simple group.

1.4 Isomorphism and Correspondence Theorems

Theorem 1.4.1 (First Isomorphism Theorem) If f : G → H is a
homomorphism of groups, then K := ker f / G, and the map

f̄ : G/K → im f, gK 7→ f(g)

is an isomorphism.

Proof It is routine to check that K is normal, that f̄ is a well-defined
homomorphism (the most important part, so make sure you understand
this), and that f̄ is surjective and injective.

Example 1.4.2 The cyclic group Cm of order m is isomorphic to Z/mZ.

Example 1.4.3 Let S1 be the group of all complex numbers of abso-
lute value 1. Then considering the map R → S1, x 7→ e2πix, gives an
isomorphism R/Z ∼= S1.

Example 1.4.4 The determinant map det : GLn(F ) → F× yields an
isomorphism GLn(F )/SLn(F ) ∼= F×.

Example 1.4.5 The sign map Sn → {±1} shows that Sn/An ∼= C2.
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Example 1.4.6 If d | n then Cn/Cd ∼= Cn/d.

Example 1.4.7 For any group G, we have G/Z(G) ∼= Inn(G), where
Z(G) is the center of G, and Inn(G) is the group of the inner automor-
phisms of G.

Example 1.4.8 Let p be a prime, and Cp∞ < C× be the group of all
pnth roots of 1 for all n ≥ 0. Considering the map z 7→ zp yields an
isomorphism Cp∞/Cp ∼= Cp∞ . It can be proved that actually any non-
trivial quotient of Cp∞ is isomorphic to Cp∞ . Another curious property
of this group is that any finitely generated subgroup of it is cyclic, even
though it is not cyclic itself.

Example 1.4.9 Let p be a prime Q(p) be a subgroup of (Q,+) which
consists of all numbers of the form m/pn for m,n ∈ Z. Considering the
map Q(p) → Zp∞ , m/pn 7→ e2πim/p

n

yields an isomorphism Q(p)/Z ∼=
Zp∞ .

Theorem 1.4.10 (Second Isomorphism Theorem) Let H E G,
K ≤ G. Then H E HK ≤ G, H ∩K E K, and the map

ϕ : K/(H ∩K) → HK/H, k(H ∩K) 7→ kH

is an isomorphism of groups.

Proof Things to check: (1) HK < G, (2) H E HK, (3) H ∩K E K,
(4) ϕ is a well-defined homomorphism, (5) ϕ is surjective and injective.
All are routine. For example, for (1): given elements h1, h2 ∈ H and
k1, k2 ∈ K,

h1k1(h2k2)−1 = h1k1k
−1
2 h−1

2 = h1h3k1k
−1
2 ∈ HK,

where h3 = k1k
−1
2 h−1

2 (k1k
−1
2 )−1 ∈ H, as H is normal.
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Remark 1.4.11 The following picture might help you to remember
what the Second Isomorphism Theorem is saying.

•

•�
�
•

H
HH•�

�
•

HHH

•

1

H ∩K

HK

HK

G

Example 1.4.12 Let V1, V2 be finite dimensional subspaces of a vector
space V . Then the map in the Second Isomorphism Theorem gives
an isomorphism (of groups, but actually vector spaces) V1/(V1 ∩ V2) ∼=
(V1 + V2)/V2, which implies the well-known dimension formula

dim(V1 + V2) = dimV1 + dimV2 − dim(V1 ∩ V2).

Theorem 1.4.13 (Third Isomorphism Theorem) Let H,K E G,
K ≤ H. Then L := {hK | h ∈ H} ⊆ G/K is a normal subgroup
isomorphic to H/K, and the map

G/K

L
→ G/H, (gK)L 7→ gH

is an isomorphism of groups.

Proof Apply the First Isomorphism Theorem to the map f : G/K →
G/H, gK 7→ gH.

Remark 1.4.14 Slightly informally, the Third Isomorphism Theorem
claims that the following cancellation rule is true:

G/K

H/K
∼= G/H.

The following theorem is used very often, and so you need to make
sure that you understand what it says, and how the proof is ‘obvious’
or ‘routine’.

Theorem 1.4.15 (Correspondence Theorem) Let K E G and π :
G→ G/K be the natural projection. Then:

(i) For any subgroup S of G containing K, K is a normal subgroup
of S.
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(ii) π(S) is a subgroup of G/K isomorphic to S/K.
(iii) The maps π and π−1 establish a bijection between the subgroups

of G containing K and the subgroups of G/K.
(iv) The bijection respect inclusions and indexes, i.e. T ≤ S if and

only if π(T ) ≤ π(S), in which case [S : T ] = [π(S) : π(T )].
(v) The bijection respects normality and quotients, i.e. T E S if and

only if π(T ) E π(S), in which case S/T ∼= π(S)/π(T ).

Proof (i) is obvious. (ii) follows from the First Isomorphism Theorem.
(iii) is clear because π and π−1 induce mutually inverse maps between
our two sets of subgroups. The first part of (iv) is obvious and the second
is a routine exercise with cosets representatives. Finally, (v) follows from
the Third Isomorphism Theorem.

Example 1.4.16 We have SLn(F5) / GLn(F5), and

GLn(F5)/SLn(F5) ∼= F×5 ∼= C4.

So there is only one subgroup strictly between SLn(F5) and GLn(F5):
the group of matrices with determinant ±1.

1.5 Group Actions and First Applications

Group actions are a very powerful tool for studying groups themselves.
A special case of this is when a group acts with linear transformations
on a vector space. Such actions are a subject of group representation
theory, a very important and active area of mathematics. However, we
start from groups acting on sets:

Definition 1.5.1 Let X be a set and G be a group. We say that G acts
on X or X is a G-set, if there is a function

G×X → X, (g, x) 7→ g · x

such that

(i) (gh) · x = g · (h · x) for all g, h ∈ G, x ∈ X;
(ii) 1 · x = x for all x ∈ X.

Two G-sets X and Y are isomorphic if there is a bijection f : X → Y

satisfying f(g · x) = g · f(x) for all g ∈ G and x ∈ X.
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Remark 1.5.2 Having an action of G on X is equivalent to having a
homomorphism G → S(X), where S(X) is the group of bijective maps
from X to itself.

Definition 1.5.3 Let X be a G-set. An orbit of x ∈ X, denoted G ·x or
O(x), is the set {g · x | g ∈ G}. An orbit of G on X is an orbit of some
x ∈ X. If G has only one orbit on X we say that G acts transitively on
X. The stabilizer of x ∈ X is the subgroup Gx := {g ∈ G | g · x = x}.
The kernel of the action is the subgroup {g ∈ G | g·x = x for all x ∈ X}.
The action is called faithful if the kernel is trivial. If the action of G
on X is faithful we also say that G is a permutation group on X. In
this case, if G acts transitively on X we also say that G is a transitive
permutation group on X.

We first prove some simple general results on group actions and then
consider examples.

Proposition 1.5.4 Every G-set is a disjoint union of the G-orbits.

Proof The relation x ≡ y if and only if there exists g ∈ G with g · x = y

is an equivalence relation, and equivalence classes are orbits.

Theorem 1.5.5 Let X be a G-set, and x ∈ X. The map

G/Gx → G · x, gGx 7→ g · x

is a well-defined bijection. In particular, if [G : Gx] is finite, then [G :
Gx] = |G · x|.

Proof Routine.

Lemma 1.5.6 Let X be a G-set, x ∈ X, and g ∈ G. Then Gg·x =
gGxg

−1.

Proof Pretty obvious.

The interesting exaples of permutation groups abound. Here are some
illustrations.

Example 1.5.7 Regular action of G on itself, i.e. g ·h = gh. Note that
the homomorphism G → S(G) corresponding to this action according
to Remark 1.5.2, is injective. This proves that any finite group is a
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subgroup of the symmetric group S|G|, the fact usually referred to as
Cayley’s Theorem. The regular action is transitive, and stabilizers of all
elements are trivial: Gg = {1}.

Example 1.5.8 If H ≤ G is a subgroup, we have the action of G on
G/H given by g · (g′H) = gg′H. This gives a homomorphism of G
into S[G:H]. The action is again transitive, and for the stabilizers we
have: GgH = gHg−1. The kernel of the action is contained in H. In
fact, the kernel is ∩g∈GgHg−1. Actions of groups on the left cosets are
very important because every transitive action is isomorphic to such one.
Indeed Theorem 1.5.5 shows that any transitive G-set X is isomorphic
to the G-set G/Gx for any x ∈ X.

Example 1.5.9 Action of G on the elements of a normal subgroup
HEG by conjugation, i.e. g · h = ghg−1. The action is transitive only
if H = {1}, as G · 1 = {1}. Let H = G (which is the most important
special case). Then the orbits are called the conjugacy classes of G. The
conjugacy class of x is denoted by xG. The stabilizer Gx is called the
centralizer of x in G and denoted CG(x). Theorem 1.5.5 in this case
reads:

|xG| = [G : CG(x)]. (1.1)

The conjugacy class of x consists of only one element if and only if x
belongs to the center

Z(G) := {z ∈ G | zg = gz for any g ∈ G}.

Now (1.1) together with Proposition 1.5.4 give what is called the class
equation of a finite group G:

|G| = |Z(G)|+
∑
i

[G : CG(xi)], (1.2)

where one xi is selected from each conjugacy class having more than one
element.

Example 1.5.10 Action of G on the set of its subgroups by conjugation,
i.e. g · H = gHg−1 for g ∈ G,H ≤ G. There is a special name and
notation for the stabilizer GH : it is called the normalizer of H in G and
denoted NG(H).
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Example 1.5.11 By definition, D8 acts naturally on the vertices of the
square. The action is transitive, the stabilizer of any point x is {1, r},
where r is the (unique) reflection in D8, which leaves x invariant.

Example 1.5.12 By definition, the group G of rotations of cube acts on
the four diagonals of the cube. It is easy to see that the action is faithful.
Moreover, for every pair of diagonals there exists a rotation swapping
them and leaving the other two diagonals invariant. This shows that
G ∼= S4.

Example 1.5.13 By definition, GL(V ) acts naturally on the elements
of V . There are two orbits: the origin {0} and V \ {0}.

Example 1.5.14 The action of GLn(F ) on all matrices Mn(F ) by con-
jugation. If the ground field F is algebraically closed then the orbits are
parametrized by the Jordan normal forms of matrices.

Example 1.5.15 The natural action of GL(V ) on the set P(V ) of the
lines in V is transitive.

Example 1.5.16 The natural action of GL(V ) on the bases of V is
transitive. The stabilizer of any element is trivial. Assume that V = Fnq ,
where Fq is a field with q elements. Theorem 1.5.5 implies that |GLn(Fq)|
equals the number of bases in V . This number is easy to calculate!
Indeed, for the first element of a basis we can take any non-zero element,
and so we have (qn−1) options. After the first element has been chosen,
we can choose from (qn − q) elements of V which do not belong to the
line spanned by the first element. When the first two elements have
been chosen, we may choose the third element from any of the (qn− q2)
elements of V , which do not belong to the plane spanned by the first
two elements, and so on. Thus,

|GLn(Fq)| = (qn − 1)(qn − q) . . . (qn − qn−1)

= qn(n−1)/2(q − 1)(q2 − 1) . . . (qn − 1).
(1.3)

Therefore using Example 1.4.4, we get

|SLn(Fq)| = qn(n−1)/2(q2 − 1)(q3 − 1) . . . (qn − 1). (1.4)

Example 1.5.17 The natural action of the symmetric group Sn on the
set {1, . . . , n} is transitive with the stabilizer of any element isomorphic
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to Sn−1. This action induces a transitive action on the ordered k-tuples
of distinct elements from {1, . . . , n}, whose stabilizers are isomorphic to
Sn−k (here k ≤ n).

Example 1.5.18 Let us use group actions to prove that S3 is the only
non-abelian group of order 6. Let G be such a group. Then there must
be an element c ∈ G of order 3 and an element s ∈ G of order 2 (the fact
that there is an element of order 2 follows by considering pairs {g, g−1},
and the fact that not every element is of order 2 follows as G is not
abelian). Now, 〈c〉 / G, as a subgroup of index 2 is always normal. Let
scs−1 = ci for i ∈ {0, 1, 2}. Then i can only be 2, as s and c do not
commute. Now consider the action of G on the cosets G/〈s〉. The kernel
of the action is contained in 〈s〉. But s is not in the kernel, as otherwise
sc〈s〉 = c〈s〉, hence c−1sc = s, i.e. sc = cs, giving a contradiction. Thus
the kernel is trivial, and so we have constructed an embedding of G into
S3. As both groups have order 6 they must be isomorphic.

Example 1.5.19 Let H,K ≤ G be two subgroups. We can restrict the
action on left cosets G/H from G to K. Orbits of this K-action are
called (K,H)-double cosets of G. A (K,H)-double cosets is thus the set

KgH = {kgh | k ∈ K, h ∈ H}.

By Proposition 1.5.4, G is a disjoint union of double cosets. There
is one important difference between single and double cosets: all single
cosets have the same cardinality, while double cosets might have different
cardinalities (find an example!) Theorem 1.5.5 yields

|KgH| = |K||H|
|gHg−1 ∩K|

.

Example 1.5.20 The Klein 4-group is defined to be

V4 := {1, (12)(34), (13)(24), (14)(23)}. (1.5)

This is a transitive subgroup of S4 isomorphic to C2 × C2. It can be
shown that any transitive subgroup of S4 is either (i) S4, (ii) A4, (iii) V4,
(iv) cyclic group of order 4, or (v) D4 acting on the verices of the square.

We now obtain some more applications of group actions.
Let p be a prime. Recall that a finite group is called a p-group if the

order of G is a power of p.
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Theorem 1.5.21 The center of a non-trivial p-group is non-trivial.

Proof Consider the class equation (1.2) of our p-groupG. By assumption
|G| and all [G : CG(xi)] are divisible by p, so the same must be true for
|Z(G)|.

Corollary 1.5.22 Let p be a prime. Every group of order p2 is abelian.

Proof In view of the previous theorem we may assume that |Z(G)| = p.
Then G/Z(G) ∼= Cp. Take any element g ∈ G\Z(G). Then any element
of G\Z(G) looks like gkz for some k and some z ∈ Z(G), so g commutes
with any such element. As g also commutes with the elements of Z(G),
it follows that g ∈ Z(G), giving a contradiction.

Remark 1.5.23 The result above does not generalize to groups of order
p3. Indeed, the group of all strictly upper triangular 3 by 3 matrices over
Fp is a non-abelian group of order p3.

We now prove the important Cauchy’s Theorem. First we deal with
the abelian version.

Lemma 1.5.24 If G is a finite abelian group whose order is divisible by
a prime number p, then G contains an element of order p.

Proof Apply induction on |G|, starting from |G| = p, when G ∼= Cp,
and so the result holds. Now let |G| > p. Let g 6= 1 be any element of
G, and k be the order of g. If p divides k then the order of gk/p is p.
Otherwise, consider G/〈g〉. By inductive assumption there is an element
h〈g〉 ∈ G/〈g〉 of order p. Let h have order m. Then (h〈g〉)m = 〈g〉 in
G/〈g〉, so p|m, and we can take hm/p.

Theorem 1.5.25 (Cauchy’s Theorem) If G is a finite group whose
order is divisible by a prime number p, then G contains an element of
order p.

Proof Let |G| = pm. We apply induction on m. If m = 1 then G = Cp,
and the result is true. Let m > 1. Consider the class equation (1.2).
If p divides some |CG(xi)|, we apply the inductive hypothesis to the
subgroup CG(xi). So we may assume that p 6 | |CG(xi)| for every i. Hence
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p | [G : CG(xi)] for every i, whence p | |Z(G)|. Therefore, we may assume
that G is abelian, and apply Lemma 1.5.24.

Corollary 1.5.26 If |G| = pe, then G has a normal subgroup of order
pk for every k ≤ e.

Proof Apply induction on e ≥ 1, the induction base being clear. For
the inductive step, we know by Theorem 1.5.21 and Lemma 1.5.24 that
G has a normal subgroup of order p. Now the result follows from the
inductive hypothesis and Correspondence Theorem.

Corollary 1.5.27 An abelian group is simple if and only if it has a
prime order.

Proof Follows immediately from Lemma 1.5.24.

Example 1.5.28 Let G be a finite group with g ∼ g2 for every g ∈ G.
Then G = {1}. Indeed, let p be the smallest prime dividing |G|, and
take g ∈ G of order p. As g2 = hgh−1 for some h ∈ G, we have
h〈g〉h−1 = 〈g2〉 ≤ 〈g〉. Hence h〈g〉h−1 = 〈g〉, i.e. h ∈ NG(〈g〉). Moreover
h 6∈ CG(〈g〉). In particular, NG(〈g〉)/CG(g) is non-trivial. Note that
NG(〈g〉)/CG(g) embeds into Aut(〈g〉) ∼= Cp−1, so [NG(〈g〉) : CG(g)]
divides p − 1. Take a prime smaller than p dividing [NG(〈g〉) : CG(g)].
This prime should also divide |G|, which gives a contradiction.

The following beautiful qualitative result is another application of
group actions.

Theorem 1.5.29 (Landau) For each positive integer k there exists a
bound B(k) such that a finite group having exactly k conjugacy classes
satisfies |G| ≤ B(k).

Proof Let G has k conjugacy classe of sizes c1 = 1, c2, . . . , ck. Write
|G|/ci = ni ∈ Z>0. Then 1 = (1/n1)+ · · ·+(1/nk). Note that n1 = |G|,
so it suffices to prove that the equation

1 =
1
x1

+ · · ·+ 1
xk

has only finitely many solutions in positive integers, which is left as an
exercise.
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Remark 1.5.30 For further reading on permutation groups we recom-
mend [Ca] and [Wi].

1.6 Direct and Semidirect Products

(Semi)direct product is a building tool: it allows you to form new groups
from old ones. This construction occurs very often in ‘real life’. We start
from direct products.

Definition 1.6.1 Let G1, G2, . . . , Gn be groups. The direct product
G1 ×G2 × · · · ×Gn is the cartesian product G1 ×G2 × · · · ×Gn (whose
elements are all n-tuples (g1, g2, . . . gn) such that gi ∈ Gi for 1 ≤ i ≤ n),
with the component-wise multiplication.

Example 1.6.2 Let m,n be positive integers relatively prime to each
other. Then, by Lemma 1.2.4, we have Cmn ∼= Cm × Cn. Conversely,
Cm × Cn is cyclic only if (m,n) = 1.

Clearly, the subset

G′i := {(g1, . . . , gn) ∈ G1 × · · · ×Gn | g1 = · · · = gi−1

= gi+1 = · · · = gn = 1}

is a normal subgroup of G1 × · · · ×Gn isomorphic to Gi. Observe that
the elements of G′i and G′j commute whenever i 6= j, every element
g ∈ G1 × · · · × Gn can be written uniquely as a product g = g1 . . . gn
in which gi ∈ G′i for all i, and G′1G

′
2 . . . G

′
i ∩ G′i+1 = {1} for all i < n.

The following theorem shows how such properties actually characterize
direct products.

Theorem 1.6.3 Let G1, . . . , Gn be subgroups of a group G.

(i) Assume that gi ∈ Gi and gj ∈ Gj commute whenever i 6= j, and
that every g ∈ G can be written uniquely as a product g = g1 . . . gn
in which gi ∈ Gi for all i. Then the map

G1 × · · · ×Gn → G, (g1, . . . , gn) 7→ g1 . . . gn

is an isomorphism of groups.
(ii) Assume that Gi E G for all i, that G1G2 . . . Gi ∩Gi+1 = {1} for

all i < n, and that G = G1G2 . . . Gn. Then G ∼= G1 × · · · ×Gn.
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Proof (i) is a simple check. We prove (ii) by showing that the subgroups
Gi satisfy the assumptions of (i). Let gi ∈ Gi, gj ∈ Gj , and, say, i < j.
Then, using the normality of Gi and Gj , we see that the commutator
[gi, gj ] belongs to Gi ∩ Gj ⊆ (G1 . . . Gj−1) ∩ Gj = {1}, so gi and gj
commute. By assumption, every g ∈ G can be written as a product
g1 . . . gn with gi ∈ Gi, and it remains to prove that such presentation is
unique. Well, assume there is another such presentation: g = h1 . . . hn.
Then

gnh
−1
n = (g1 . . . gn−1)−1(h1 . . . hn−1).

Now, using the commuting property which we just proved, we see that
gnh

−1
n ∈ Gn ∩ (G1 . . . Gn−1) = {1}. Thus gh = hn. Now, we use a

similar argument to prove that gn−1 = hn−1, etc.

Now we study a generalization of a direct product called a semidirect
product.

Definition 1.6.4 Let G and H be two groups, and ϕ : H → Aut(G)
be a (group) homomorphism. Denote (ϕ(h))(g) by h · g. The semidirect
product of G and H (relative to ϕ) is the cartesian product of G and H
with multiplication

(g, h)(g′, h′) = (g(h · g′), hh′) (g, g′ ∈ G, h, h′ ∈ H).

The semidirect product of G and H is denoted by GoH or, if one wants
to emphasize which ϕ is used, by G×ϕ H.

Having a homomorphism ϕ : H → Aut(G) is equivalent to having an
action of H on G by group automorphisms. This is why it is convenient
to use the notation h · g for (ϕ(h))(g). In particular,

h1 · (h2 · g) = (h1h2) · g (h1, h2 ∈ H, g ∈ G). (1.6)

One needs to verify that G o H is a group. It is easy to see that
(1, 1) ∈ G oH is the identity element, and (g, h)−1 = (h−1 · g−1, h−1).
The associativity boils down to the property (1.6).

Note that H ′ := {(1, h) ∈ G o H | h ∈ H} is a subgroup of G o H,
isomorphic to H, and G′ := {(g, 1) ∈ G o H | g ∈ G} is a normal
subgroup of G o H isomorphic to G. Moreover, G′ ∩ H ′ = {1} and
GoH = G′H ′. These properties characterize GoH uniquely:

Theorem 1.6.5 Let K be a group, and G,H be two subgroups of K.
Suppose that GEK, G ∩H = {1}, and K = GH. Then K ∼= GoH.
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Proof First of all, define the homomorphism ϕ : H → Aut(G) via

(ϕ(h))(g) = hgh−1 (g ∈ G, h ∈ H).

We claim that G is isomorphic to the semidirect product G o H taken
relative to this homomorphism. Consider the map

θ : GoH → K, (g, h) 7→ gh (g ∈ G, h ∈ H).

It follows from the definitions that θ is a group homomorphism, and
assumptions imply that θ is surjective and injective in the usual way.

Example 1.6.6 Let Dn be the dihedral group of order 2n, generated
by the rotation x and by the reflection y. Thus xn = 1, y2 = 1, yxy−1 =
x−1. Let Cn = 〈x〉 and C2 = 〈y〉. By the theorem above, Dn

∼= CnoC2.
It is also true that D8

∼= (C2 × C2)oC2 (make sure you believe it!).
Finally, Z := 〈x2〉 is normal subgroup of D8, and D8/Z ∼= C2 ×C2, but
it is not true that D8

∼= C2o(C2 × C2).

Example 1.6.7 We have C4/C2
∼= C2, but C4 6∼= C2oC2. In fact,

abelian group is a semidirect product HoK if and only if it is a direct
product H ×K.

Example 1.6.8 Let Q8 be the quaternion group, i.e.

Q8 = {±1,±i,±j,±k} < H×.

Let x = i and y = j. Then the following relations hold:

x4 = 1, x2 = y2, yxy−1 = x−1.

Observe that C4 := 〈c〉 is a normal subgroup of Q8, and Q8/C4
∼= C2.

However, Q8 6∼= C4oC2. Indeed, it suffices to notice that −1 = x2 is
the only element of Q8 of order 2 and the subgroup 〈−1〉 is contained in
every subgroup of Q8 isomorphic to C4. In fact, Q8 cannot be presented
as a non-trivial semiderect product.

Example 1.6.9 Sn ∼= AnoC2.

Example 1.6.10 Let V be a finite dimensional vector space over a field
F . The affine group of V is defined to be the semidirect product

AGL(V ) := VoGL(V ),
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where the action of GL(V ) on V is taken to be natural. Elements of
AGL(V ) are called affine transformations of V .

Example 1.6.11 Let p and q be primes, and p ≡ 1 (mod q). Then there
exists a non-abelian group of the form CpoCq. Indeed, Aut(Cp) ∼= Cp−1,
and, since q|(p − 1), there is an embedding Cq↪→Aut(Cp). This allows
us to define the semidirect product which is not commutative.

Remark 1.6.12 If HEG, and G/H ∼= K, we say that G is an extension
of H by K. For example, D8, Q8, C8, and C4 × C2 are extensions
of C4 by C2. Given H and K, the extension problem is to classify all
extensions ofH byK. This problem leads naturally to group cohomology
to be studied later.

As for the extensions of C4 by C2, our list in the previous paragraph
is complete and irredundant. This follows from from Lemma 1.11.17.

1.7 Sylow Theorems

The following results are important and surprising. If you don’t think
they are surprising, try to generalize them along the following lines: if
k is a divisor of |G|, then there is a subgroup of G of order k. You will
find out that Sylow goes about as far as one can go in this direction in
the generality of any finite group. In fact, there aren’t so many deep
results valid for any finite group. Sylow theorems are perhaps the most
important of these. Sylow p-subgroups provide us with a powerful tool
for studying finite groups. Let us state the theorems.

Theorem 1.7.1 (First Sylow Theorem) If G is a finite group of
order pem with (m, p) = 1, then every p-subgroup of G is contained in
a subgroup of order pe. In particular, subgroups of order pe exist.

Definition 1.7.2 Subgroups of order pe in the First Sylow theorem are
called Sylow p-subgroups of G. In view of the theorem, they can also be
defined as maximal p-subgroups of G.

Theorem 1.7.3 (Second Sylow Theorem) Sylow p-subgroups of G
are conjugate to each other.

Theorem 1.7.4 (Third Sylow Theorem) The number r of Sylow
p-subgroups of G is a divisor of |G|, and also satisfies r ≡ 1 (mod p).
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We now prove Sylow theorems. Notice how group actions come into
play in a crucial way again. When we speak of a maximal p-subgroup
below we mean maximal with respect to inclusion, not size. In the end
these will turn out to be equivalent though.

Lemma 1.7.5 Let P be a maximal p-subgroup of a finite group G.

(i) Every conjugate of P is also a maximal p-subgroup.
(ii) [NG(P ) : P ] is prime to p.
(iii) If g ∈ G is a p-element, and gPg−1 = P then g ∈ P .

Proof (i) is clear, and (iii) follows from (ii). Let us prove (ii). If p
divides [NG(P ) : P ] then, by Cauchy’s theorem, NG(P )/P contains an
element gP of order P . By the Correspondence theorem, this yields a
subgroup S of NG(P ) with S/P ∼= Cp, which contradicts the maximality
of P .

Theorem 1.7.6 Let G be a finite group.

(i) All maximal p-subgroups are conjugate in G.
(ii) The number r of maximal p-subgroups divides |G| and satisfies

r ≡ 1 (mod p).

Proof Let P be a maximal p-subgroup of a finite group G, and let
X = {P = P1, P2, . . . , Pr} be set of its conjugates. Now, P acts on X

by conjugation. By Lemma 1.7.5(iii), there is only one orbit of size 1,
namely {P}. All other orbits must have lengths divisible by p, and so
r ≡ 1 (mod p). Moreover, considering X as a G-set, we have r = [G :
NG(P )], so r divides |G|.

Finally, let Q be any maximal p-subgroup in G. It acts on X by
conjugation. As r ≡ 1 (mod p), there must be a Q-orbit of size 1, say
{Pj}. By Lemma 1.7.5(iii), Q ≤ Pj , hence Q = Pj .

Theorem 1.7.7 Let G be a finite group of order pem with (m, p) = 1.
If P is a maximal subgroup of G, then |P | = pe.

Proof It suffices to prove that p 6 | [G : P ]. Well,

[G : P ] = [G : NG(P )][NG(P ) : P ],

and [G : NG(P )] ≡ 1 (mod p) by Theorem 1.7.6, while [NG(P ) : P ] is
prime to p thanks to Lemma 1.7.5(ii).
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Note that Theorems 1.7.6 and 1.7.7 imply the three Sylow theorems.
In what follows we denote by rp(G) the number of Sylow p-subgroups
of G.

Example 1.7.8 The order of the Sylow 2-subgroup of S4 is 8. On the
other hand, D8 is a subgroup of S4, because it acts faithfully on the
four vertices of the square. It follows that Sylow 2-subgroups of S4 are
isomorphic to D8.

Example 1.7.9 It follows from (1.3) that the group of upper unitrian-
gular n by n matrices is a Sylow p-subgroup of GLn(Fpn), where Fpn is
a field with pn elements.

Example 1.7.10 Sylow 3-subgroup of S9 is isomorphic to (C3 × C3 ×
C3)oC3, where the generator c of C3 acts on (C3 ×C3 ×C3) as follows:
c · (c1, c2, c3) = (c3, c1, c2). Think what a Sylow 3-subgroup of S27 might
look like...

Example 1.7.11 There is no simple group of order 120. Assume for
a contradiction that G is such a group. Then are exactly 6 Sylow 5-
subgroups. The conjugation action on the Sylow 5-subgroups yields an
embedding of G into S6. By simplicity of G, we have G ≤ A6, and
[A6 : G] = 3. But A6 does not have subgroups of index 3, as it is simple
and therefore cannot act on a three element set. A contradiction.

Here are some easy consequences of Sylow theorems. These are the
first example of how one might apply Sylow p-subgroups of G to studying
a group structure of G.

Proposition 1.7.12 Let G be a finite group.

(i) Let P be a Sylow p-subgroup of G. Then G has a unique Sylow
p-subgroup if and only if PEG.

(ii) All Sylow p-subgroups of G are normal if and only if G is a di-
rect product of its Sylow p-subgroups. In particular, every finite
abelian group is a direct product of its Sylow p-subgroups.

Proof (i) follows immediately from Sylow theorems.
(ii) The ‘if’ part is clear. We prove the ‘only if part’. Let |G| =

pe11 p
e2
2 . . . pet

t , and letGi be the unique Sylow pi-subgroup ofG, see (i). In
view of Theorem 1.6.3(ii), it suffices to prove that (a) G = G1G2 . . . Gt,
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and (b) Gi∩G1G2 . . . Gi−1 = {1} for all 1 < i ≤ t. But (a) holds because
every pei

i divides the order of the group G1G2 . . . Gt. For (b), note first
of all that the elements of Gj and Gk commute as long as j 6= k. Now
pick an element g ∈ Gi∩G1G2 . . . Gi−1. On one hand, g is a pi-element.
On the other hand, g = g1 . . . gi−1 for gj ∈ Gj . As the elements gj
commute, g is a p′-element, i.e. its order is prime to p. It follows that
g = 1.

Lemma 1.7.13 Let p be a prime, G be a finite group, and |G| = pem

with (p,m) = 1, pe 6 | (m− 1)!. Then G is not simple.

Proof In view of Theorem 1.5.21, we may assume thatm > 1. Let P be a
Sylow p-subgroup of G. The action og G on G/P gives a homomorphism
from G to Sm, with the kernel contained in P , see Example 1.5.8. If G
is simple, this implies that the kernel is trivial, whence pem divides m!,
or pe divides (m− 1)!, giving a contradiction.

Corollary 1.7.14 A5 is a non-abelian simple group of minimal possible
order.

Proof A5 has order 60. Now, 30, 40 and 56 are the only numbers
between 2 and 59, which are not primes and which cannot be rules out
using Lemma 1.7.13.

Let rp = rp(G). If G is simple, then rp > 1 for every p, as otherwise
the Sylow p-subgroup is normal, see Proposition 1.7.12(i). We will also
use repeatedly that rp divides G and rp ≡ 1 (mod p).

Assume |G| = 30. Then the order of the Sylow 5-subgroup is 5, and
r5 = 6. It follows that the union of Sylow 5-subgroups has 24 non-trivial
elements. The order of the Sylow 3-subgroup is 3, and r3 = 10. So the
union of Sylow 3-subgroups has 20 non-trivial elements. Contradiction.

Let |G| = 40. Then r5 = 1. Contradiction.
Finally, let |G| = 56. Then r7=8. So the union of Sylow 7-subgroups

has 48 non-trivial elements. Moreover, r2 ≥ 1, so we get at least 9 more
elements. Contradiction.

We now obtain further general properties of Sylow p-subgroups.

Proposition 1.7.15 Let P be a Sylow p-subgroup of G, and H be a
subgroup of G containing NG(P ). Then NG(H) = H.
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Proof Let g ∈ NG(H). Then P and gPg−1 are both Sylow p-subgroups
of H. By the Second Sylow Theorem applied to H, there exists h ∈ H
with hgPg−1h−1 = P . So hg ∈ NG(P ) ≤ H, whence g ∈ H.

The above proposition should be contrasted with:

Proposition 1.7.16 Let H be a p-subgroup of a finite group G, which
is not a Sylow p-subgroup. Then NG(H)  H.

Proof By assumption p divides [G : H]. If p does not divide [G : NG(H)]
then clearly NG(H)  H, and we are done. So we may assume that
p|[G : NG(H)].

Let O be set of subgroups conjugate to H. Then |O| = [G : NG(H)].
The group H act on O by conjugation, and has a trivial orbit {H}. As
all orbits of H have sizes powers of p, we now see that there must be at
least p trivial orbits. Let {K} 6= {H} be another trivial orbit. We have
H ≤ NG(K), so NG(K)  K. As H and K are conjugate, this implies
NG(H)  H.

Corollary 1.7.17 In a p-group, maximal proper subgroups have index
p, and every subgroup of index p is normal.

Example 1.7.18 There is no simple group of order 23 · 33 · 11.
Indeed, let G be such a simple group. By the Third Sylow Theorem,

r11(G) = 12. Let P11 be a Sylow 11-subgroup, N = NG(P11), and
C = CG(P11). Then |N | = 2 · 32 · 11. Moreover, N/C embeds into
Aut(P11) ∼= C10, see Lemma 1.2.2. As 5 is not a divisor of |G|, it follows
that |N/C| = 1 or 2. In particular, 32 divides |C|.

Let P be a Sylow 3 subgroup of C, and H := NG(P ). We have
|P | = 32. Note that P11 ≤ CG(P ) ≤ H. So |H| is divisible by 11.
Next, let P3 be a Sylow 3-subgroup of G containing P . In view of
Corollary 1.7.17, we have P / P3, and so P3 ≤ H. Hence 33 divides |H|.
It follows that the index of H in G is at most 8. Thus, G embeds into
Sn for n ≤ 8, which contradicts the fact that 11 is a divisor of |G|.

Example 1.7.19 Let us classify groups of order pq, where p and q are
primes. If p = q, then the group is abelian in view of Corollary 1.5.22.
Then the group is either Cp2 or Cp×Cp (to see this, consider two cases:
when G has an element of order p2, and when all non-trivial elements
have order p). So let p > q, say. By the Third Sylow Theorem, the Sylow



1.8 Jordan-Hölder Theorem 23

p-subgroup of G is normal. Moreover, if p 6≡ 1 (mod q), the Sylow q-
subgroup is also normal, and so G ∼= Cp×Cq ∼= Cpq by Proposition 1.7.12
and Example 1.6.2.

Finally, let p ≡ 1 (mod q). Of course, it is still possible that G ∼=
Cp × Cq ∼= Cpq. However, we have already seen in Example 1.6.11
that there also exists a non-abelian group of order pq. In fact, the group
described in that example is the only one up to isomorphism. Indeed, the
First Sylow Theorem and Theorem 1.6.5 imply that G ∼= CpoCq. But
we need to be careful about the following problem: semidirect product
HoK in principle depends on the action of K on H. However, we claim
that in our situation this dependence is not essential in the sense that
any two choices of non-trivial actions lead to isomorphic semi-direct
products (and the choice of the trivial action leads, of course, to the
direct product, which is the abelian case already taken care of). As
Cp−1 has only one subgroup of order q, there are exactly q−1 non-trivial
homomorphisms from Cq to Aut(Cp) ∼= Cp−1, all with the same image,
the last fact being the key. Therefore, if ϕ : Cq → Aut(Cp) is one such
homomorphism, then any other looks like ϕj : Cq → Aut(Cp), c 7→ ϕ(cj)
for some 1 ≤ j < q. Now, the desired isomorphism Cp×ϕj

Cq → Cp×ϕCq
is given by the formula (d, c) 7→ (d, cj).

1.8 Jordan-Hölder Theorem

Definition 1.8.1 A normal series of a group G is a finite sequence of
subgroups

G = G0 ≥ G1 ≥ · · · ≥ Gn = {1}

such that GiEG for all i. A subnormal series of a group G is a finite
sequence of subgroups

G = G0 ≥ G1 ≥ · · · ≥ Gn = {1}

such that Gi+1EGi for all i. The factor groups of the subnormal series
above are the groups G0/G1, G1/G2, . . . , Gn−1/Gn. The length of a sub-
normal series is the number of non-trivial factor groups. A composition
series is a subnormal series, all of whose non-trivial factor groups are
simple. The non-trivial factor groups of a composition series are called
composition factors of G.

Remark 1.8.2 An infinite group might not have a composition series,
as the example of the infinite cyclic group C∞ shows. However:
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Theorem 1.8.3 (Jordan-Hölder) Every finite group G has a com-
position series. Moreover, any two composition series have the same
composition factors up to the order of their appearance. In particular,
the length of a composition series is an invariant of G.

We will skip the proof of this theorem, as it is a little technical. Later
in the course we will prove a similar result for modules.

Example 1.8.4 The Fundamental Theorem of Arithmetic follows from
Jordan-Hölder theorem applied to G = Cn.

Example 1.8.5 Non-isomorphic groups can have the same composition
factors: consider C2 × C2 and C4. This is really the extension problem
again, cf. Remark 1.6.12.

Example 1.8.6 S4 > A4 > V4 > C2 > {1} is a composition series of S4

with composition factors C2, C3, C2.

Example 1.8.7 The group C6
∼= C2 × C3 has two composition series:

C6 > C3 > {1} and C6 > C2 > {1}.

Example 1.8.8 It follows from Corollary 1.5.26 that all composition
factors of a p-group are isomorphic to Cp.

Example 1.8.9 We claim that GL2(F4) > SL2(F4) > {1} is a compo-
sition series of GL2(F4). We just have to show that SL2(F4) is simple.
We claim that in fact

SL2(F4) ∼= A5.

Well, in view of (1.4), the order of SL2(F4) is 60 = |A5|. So it suffices
to embed SL2(F4) into A5. This embedding comes from the action of
SL2(F4) on the five lines of the 2-dimensional space F2

4. It is easy to
see that the action is faithful, for to act trivially on all lines, the matrix
must be scalar, but there are no non-trivial scalar matrices in SL2(F4).
There are many ways to see that SL2(F4) acts on the lines with even
permutations. The easiest one is to notice that A5 is the only subgroup
of S5 having 60 elements.
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1.9 Solvable and Nilpotent Subgroups

There is an awful lot of groups. It is impossible to imagine a classifi-
cation of all groups and even all finite groups. Jordan-Hölder theorem
shows that any finite group can be built out of simple ones using group
extensions. In some sense this reduces the study of finite groups to, first,
understanding finite simple groups, and, second, trying to understand
the building process, or extension problem. Both are extremely hard
tasks. Simple groups are only simple by name, but at least they can
be classified, which we will discuss a little later. The extension problem
in full generality really seems to be out of reach, as is indicated by the
following circumstance. Let us consider only the groups whose composi-
tion factors are as easy as possible, namely cyclic groups of prime order.
One might expect to get some benign class of groups. However, it turns
out that the class of groups obtained in this way is very rich and com-
plicated. For example, there seems to be no chance that such groups
can be classified.

Definition 1.9.1 A finite group is called solvable if all its composition
factors are cyclic (of prime order).

Lemma 1.9.2 Every quotient group and every subgroup of a solvable
group is solvable. Every extension of a solvable group by a solvable group
is solvable.

Proof The result for extensions follows from the Correspondence Theo-
rem.

Let NEG, and we have to prove that G/N is solvable. Choose a
composition series for G/N , lift its terms to subgroups containing N ,
using Correspondence Theorem, then choose a composition series for N ,
and join the two series to get a composition series for G. We know that
composition factors for G are cyclic. Now, by uniqueness of composition
factors, composition factors of G/N are also cyclic.

Let H be a subgroup of G, and

G = G0 > G1 > · · · > Gt = {1}

be a composition series of G. Consider the series

H = H ∩G0 ≥ H ∩G1 ≥ · · · ≥ H ∩Gt = {1} (1.7)

Then H ∩GiEH ∩Gi−1, and, using the Second Isomorphism Theorem,
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we get

H ∩Gi−1

H ∩Gi
=

H ∩Gi−1

(H ∩Gi−1 ∩Gi)
∼=
Gi(H ∩Gi−1)

Gi
⊆ Gi−1

Gi
.

So the factors groups of the series (1.7) are either trivial or cyclic.

Example 1.9.3 By Example 1.8.8, any p-group is solvable.

Example 1.9.4 Let B be the subgroup of all upper triangular matrices
in GLn(Fq) (here diagonal entries do not have to equal 1). Then B is
solvable, as it is an extension of the p-group U of all upper unitriangular
matrices by the abelian group F×q × · · · × F×q .

Example 1.9.5 In view of Example 1.8.6, A4 is solvable.

Definition 1.9.6 If H and K are subgroups of a group G, we denote
by [H,K] the subgroup of G generated by all commutators [h, k] =
hkh−1k−1 for h ∈ H, k ∈ K. The commutator subgroup G′ of a group
G is defined to be [G,G].

The following result show that G′ can be characterized as the smallest
normal subgroup of G such that G/G′ is abelian.

Proposition 1.9.7 Let G be a group.

(i) G′EG, and G/G′ is abelian.
(ii) If HEG and G/H is abelian, then G′ ≤ H.

Proof (i) follows from the properties

[x, y]−1 = [y, x], g[x, y]g−1 = [gxg−1, gyg−1],

in G and the property [xG′, yG′] = [x, y]G′ in G/G′.
(ii) If H is as in the assumption, then [x, y] ∈ H for any x, y ∈ G.

Example 1.9.8 (i) If G is a non-abelian simple group then G′ = G.
(ii) If G is abelian then G′ = {1}.
(iii) S′n = An.

Definition 1.9.9 The derived series of G is

G = G(0) ≥ G(1) ≥ G(2) ≥ · · · ≥ G(i) ≥ . . . ,

where G(0) := G, and G(i+1) = (G(i))′ for i ≥ 0.
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Every G(i) is clearly a characteristic subgroup, i.e. a subgroup invari-
ant with respect to every automorphism of G. So G(i)EG.

The following proposition may be thought of as the statement that
solvable groups are in some sense close to abelian groups. In this respect
the non-abelian simple groups show a completely opposite behavior, see
Example 1.9.8(i).

Proposition 1.9.10 A finite group G is solvable if and only if G(n) =
{1} for some n.

Proof If G is solvable, it is easy to see that G(i) ≤ Gi for any com-
position series G = G0 ≥ G1 ≥ . . . . Conversely a finite derived series
ending on {1} is a normal series with abelian factor groups. Such series
can be refined to a composition series with cyclic factor groups using
Correspondence Theorem.

Remark 1.9.11 There are two remarkable theorems on solvable groups,
which should be mentioned at this point:

(i) Burnside’s paqb Theorem says that if p and q are two primes and
G is a group of order paqb, then G is solvable. As the example of A5

shows the theorem cannot be improved to three primes. This theorem
will be proved using group representation theory later in this course.

(ii) The Odd Order Theorem of Feit and Thompson says that a group
of odd order is solvable. This is equivalent to the fact that a non-abelian
simple group has even order (why?). The Odd Order Theorem is very
hard to prove (the proof takes a whole volume of the Pacific Journal of
Mathematics, and has not been dramatically simplified since it originally
appeared in 1963). It has played a crucial role in the classification of
finite simple groups.

Example 1.9.12 Here is a special case of Burnside’s Theorem which
we can treat with bare hands. Let p and q be primes. Then any group
of order p2q is solvable.

Well, if p = q we are done by Example 1.9.3, and if p > q, then there
exists only one Sylow p-subgroup by the Third Sylow theorem, which
is normal. Let p < q. By the Third Sylow Theorem, rq = 1 or p2. If
rq = 1, we are done. If rq = p2, then the Sylow q-subgroups comprise
p2(q−1)+1 elements, whence the remaining p2−1 elements are exactly
the p-elements of our group. It follows that there is only one Sylow
p-subgroup.
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Example 1.9.13 A key fact established in the proof of the general
Burnside’s Theorem is that no conjugacy class in a finite simple group
has order a prime power > 1. Given this fact, it is not difficult to finish
the proof.

Indeed, apply induction on a+b to prove that a group G of order paqb

is solvable. If a + b = 1, we are fine. Let a + b > 1. We may assume
that a ≥ 1 and b ≥ 1 in view of Example 1.9.3. If G has a non-trivial
proper normal subgroup N , then apply inductive hypothesis to N , G/N
and use Lemma 1.9.2.

So we may assume that G is simple. Consider a Sylow p-subgroup
P < G. It has a non-trivial center. Let z be a non-trivial element of this
center, and set C := CG(z). Clearly P ≤ C. So [G : C] is a power of
q. But [G : C] is the size of the conjugacy class of x, so by the key fact
mentioned above, we have C = G. Tus z ∈ Z(G), which contradicts the
simplicity of G.

Now we work to introduce an important subclass of solvable groups,
called nilpotent groups.

Definition 1.9.14 The descending central series of a group G is

G = γ0(G) ≥ γ1(G) ≥ . . . ,

where γi+1(G) = [γi(G), G] for any i ≥ 1. We say that the descending
central series terminates if γn(G) = {1} for some n.

A group is called nilpotent if its descending central ceries terminates.

Clearly, nilpotent groups are solvable, but there exist solvable groups
which are not nilpotent.

Example 1.9.15 (i) Consider the group B of upper triangular matrices
over Fq from Example 1.9.4. Assume q > 2. Then γ1(B) = [B,B] = U ,
where U is the group of upper unitriangular matrices. On the other
hand γ2(B) = [U,B] = U . So γn(U) = U for any n ≥ 1, and so B is
solvable but not nilpotent.

(ii) S4 is solvable but not nilpotent, as [S4, A4] = A4.

There exists another central series of G:

Definition 1.9.16 The ascending central series of a group G is

{1} = Z0(G) ≤ Z1(G) ≤ Z2(G) ≤ . . . ,
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where Zi+1 is defined from Zi+1(G)/Zi(G) = Z(G/Zi(G)). We say that
the ascending central series terminates if Zn(G) = G for some n.

It is easy to see that descending and ascending central series are nor-
mal series. Terminating descending and ascending central series are
special cases of a general terminating central series:

Definition 1.9.17 A finite normal series

{1} = G0 ≤ G1 ≤ · · · ≤ Gn = G,

such that Gi/Gi−1 ≤ Z(G/Gi−1) for all 1 ≤ i ≤ n is called a terminating
central series of G.

It turns out that nilpotent groups can be defined in terms of various
central series:

Lemma 1.9.18 The following condition on a group G are equivalent:

(i) The descending central series of G terminates.
(ii) The ascending central series of G terminates.
(iii) G has a terminating central series.

Proof In this proof we will write Zi for Zi(G) and γi for γi(G). It is
easy to see that (i) implies (iii) and (ii) implies (iii). We now assume
that

{1} = G0 ≤ G1 ≤ · · · ≤ Gn = G,

is a terminating central series of G.
(iii) ⇒ (ii) It suffices to show that Gi ⊆ Zi for i = 0, 1, . . . , n. Apply

induction on i, the case i = 0 being clear. Assume i > 0 and Gi−1 ⊆
Zi−1. Then we have a natural surjection

π : G/Gi−1 → G/Zi−1

with π(Gi/Gi−1) = (GiZi−1)/Zi−1. Moreover, note that

Gi/Gi−1 ⊆ Z(G/Gi−1),

and so its image under the surjective homomorphism π is central:

(GiZi−1)/Zi−1 ≤ Z(G/Zi−1) = Zi/Zi−1.

It follows that GiZi−1 ≤ Zi, whence Gi ≤ Zi.
(iii) ⇒ (i) It suffices to show that γi ⊆ Gn−i for i = 0, 1, . . . , n.

Apply induction on i, the case i = 0 being clear. Assume i > 0 and
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γi−1 ⊆ Gn−i+1. Let x ∈ G and y ∈ γi−1 ⊆ Gn−i+1. Then [x, y] ∈ Gn−i,
since in G/Gn−i we have [xGn−i, yGn−i] = 1. As γi is generated by all
[x, y] as above, we have γi ⊆ Gn−i.

Corollary 1.9.19 Every non-trivial nilpotent group has a non-trivial
center.

Proposition 1.9.20 Every subgroup and quotient group of a nilpotent
group is nilpotent. Direct product of nilpotent groups is nilpotent. More-
over, if NEZ(G) and G/N is nilpotent then G is nilpotent.

Proof Let H ≤ G. It is clear that γi(H) ≤ γi(G). So the result on
subgroups follows. For the quotient G/K, it suffices to observe that
γi(G/K) = (γi(G)K)/K. For direct products note that γi(G × H) =
γi(G)× γi(H).

Finally, let NEZ(G) and G/N be nilpotent. Define Zi ≥ N from
Zi(G/N) = Zi/N . By assumption, Zn(G/N) = G/N for some n. Now,

G = Zn ≥ Zn−1 ≥ · · · ≥ Z0 = N ≥ {1}

is a terminating central series of G.

A rich source of nilpotent groups is provided by the following:

Proposition 1.9.21 Every finite p-group is nilpotent.

Proof Induction on |G|, using Theorem 1.5.21 and Proposition 1.9.20.

Example 1.9.22 If n is a power of 2, then Dn is a 2-group, and hence
nilpotent. However, in all other cases Dn is not nilpotent. This follows
from the fact that the center of Dn is trivial when n/2 is odd, while
Dn/Z(Dn) ∼= Dn/2 when n/2 is even.

Using Proposition 1.9.20 we can construct lots of nilpotent groups by
forming direct products of p-groups. It turns out that all finite nilpotent
groups are obtained in this way:

Theorem 1.9.23 For a finite group G the following conditions are equiv-
alent:

(i) G is nilpotent.
(ii) Every Sylow p-subgroup of G is normal.
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(iii) G is a direct product of p-groups.

Proof (ii) and (iii) are equivalent thanks to Proposition 1.7.12(ii).
(i) ⇒ (ii) Let G be nilpotent. First we show that Zi(G) ≤ H ≤ G

implies Zi+1(G) ≤ NG(H). Let z ∈ Zi+1(G) and h ∈ H. As zZi ∈
Z(G/Zi), we have hzZi = zhZi or h−1z−1hz ∈ Zi ≤ H, whence z−1hz ∈
H. Therefore z ∈ NG(H).

Now let P be a Sylow p-subgroup of G. Then NG(P ) = NG(NG(P ))
by Proposition 1.7.15. We have {1} = Z0(G) ≤ NG(P ). By the previous
paragraph, Zi(G) ≤ NG(P ) for all i. Taking i sufficiently large, we get
NG(P ) = G.

(iii) ⇒ (i) by Propositions 1.9.21 and 1.9.20.

We finish this section with several agreeable properties of nilpotent
groups. None of this holds even for solvable groups.

Corollary 1.9.24 If G is a finite nilpotent group and d is a divisor of
|G|, then G has a normal subgroup of order d.

Proof Follows from Theorem 1.9.23 and Corollary 1.5.26.

Proposition 1.9.25 If N is a non-trivial normal subgroup of a nilpotent
group G, then N ∩ C(G) 6= {1}.

Proof As Zm(G) = G for some m, there exists m ≥ 1 with Zm(G)∩N 6=
{1} and Zm−1(G) ∩ N = {1}. Take some non-trivial z ∈ Zm(G) ∩ N .
Then for any g ∈ G we have [g, z] ∈ Zm−1(G), [g, z] ∈ N (as N is
normal). Hence [g, z] = 1, i.e. z ∈ Z(G).

Here is another characterization of nilpotent groups:

Proposition 1.9.26 A finite group is nilpotent if and only if every
maximal proper subgroup of G is normal.

Proof Let M be a maximal subgroup of G. By Theorem 1.9.23, G =
S1 × · · · × Sl, a direct product of p-groups. Let |Si| = pei

i . If Pi is the
Sylow pi-subgroup of M , then Pi ≤ Si. It follows that M = P1×· · ·×Pl.
Now the ‘only-if’ part follows from the analogous property for p-groups
proved in Corollary 1.7.17.

Conversely, let every maximal proper subgroup of G be normal. Con-
sider a Sylow p-subgroup P ≤ G. In view of Theorem 1.9.23, it suffices
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to prove that N := NG(P ) = G. If N � G, then there exists a max-
imal proper subgroup M < G containing N . By assumption we have
NG(M) = G, which contradicts Proposition 1.7.15.

1.10 More on simple groups: projective unimodular groups

The only simple groups we have seen so far are cyclic groups of prime
order and the alternating groups An for n ≥ 5. We will now show that
certain groups of matrices are also simple.

Let F be an arbitrary field. Consider the group SLn(F ) of all n by n
matrices over F with determinant 1. The most important case will be
when F = Fq is a finite field.

Definition 1.10.1 The (i, j) matrix unit Ei,j is the matrix with 1 in
the position (i, j) and 0’s elsewhere. We write In for the identity n× n

matrix. A transvection is a matrix of the form

ti,j(a) := In + aEi,j (a ∈ F, 1 ≤ i 6= j ≤ n).

Proposition 1.10.2 The group SLn(F ) is generated by transvections.

Proof This is essentially equivalent to Gaussian elimination. One just
needs to observe that multiplying an n×n matrix A on the left by tij(a)
leads to the elementary row transformation which adds to the ith row
of A the jth row of A multiplied by a, and multiplying A by tij(a) on
the right leads to a similar elementary column transformation. But be
careful, as the operation of multiplying rows or columns with scalars is
not available!

Lemma 1.10.3 The center of SLn(F ) consists of the scalar matrices
in SLn(F ).

Proof The scalar matrices are clearly central. Conversely, let A ∈
Z(SLn(F )). Then Atij(1) = tij(1)A or, equivalently, AEij = EijA.
However, EijA is the matrix whose ith row coincides with the jth row
of A and other rows are zero, while Aeij is the matrix whose jth column
coincides with the ith column of A and other columns are zero. This
implies that aii = ajj and that all other elements in the ith row and jth
column of A are zero.
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Definition 1.10.4 The group

PSLn(F ) := SLn(F )/Z(SLn(F ))

is called a projectuve unimodular group.

Lemma 1.10.5 We have |PSLn(Fq)| = qn(n−1)/2
∏n
i=2(q

i−1)/(n, q−1).

Proof In view of (1.4) and Lemma 1.10.3, we just have to observe using
Lemmas 1.2.5 and 1.2.1 that the number of solutions of equation xn = 1
in F×q is (n, q − 1).

Example 1.10.6 We have |PSL2(F2)| = 6, so PSL2(F2) is solvable
(why?). Also, |PSL2(F3)| = 12, so PSL2(F3) is solvable (why?). How-
ever, we will soon prove that all other projective unimodular groups are
simple.

The following property will play an important role in proving simplic-
ity of PSLn(Fq).

Proposition 1.10.7 Let G = PSLn(Fq). Then G′ = G, unless n = 2
and q ≤ 3.

Proof It will suffice if we prove the result with SL in place of PSL.
Denote by diag(b1, . . . , bn) the diagonal matrix with entries b1, . . . , bn
down the diagonal. It is easy to check that

[tik(a), tkj(b)] = tij(ab) (i, j, k all distinct), (1.8)

[tij(a),diag(b1, . . . , bn)] = tij(abi/bj − a) (i 6= j) (1.9)

for all a, b ∈ F , b1, . . . , bn ∈ F×. By (1.8), G′ contains all transvections
for n > 2. Now from (1.9) we see that G′ also contains all transvections
if n = 2 and q > 3. It remains to use Lemma 1.10.2.

In order to establish the simplicity of PSLn(Fq) (in most cases), we
are going to use somewhat more advanced properties of permutation
groups.

Definition 1.10.8 Let X be a set and G be a transitive permutation
group on X. The group G also acts on the subsets of X. A partition

X = ti∈IXi
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of X is called a partition into imprimitivity blocks if G permutes the sub-
sets Xi, i.e. for every g ∈ G and i ∈ I there exists j ∈ I with gXi = Xj .
Of course, there always exist two trivial partitions into imprimitivity
blocks: the partition with just one block X and the partition with the
one-element blocks. If there are no non-trivial partitions into imprimi-
tivity blocks, the permutation group is called primitive. Otherwise it is
called imprimitive.

Remark 1.10.9 The idea behind the notion of primitivity is that many
questions about permutation groups can be reduced to primitive groups,
so primitive groups are in some sense building blocks for arbitrary per-
mutation groups. Indeed, let us start from an arbitrary permutation
group G on a finite set X. First of all ‘we may assume’ that G is transi-
tive because otherwise we just split X into the G-orbits and then study
each of them separately. Further we often ‘may assume’ that G is primi-
tive because otherwise the action of G can be understood from its action
on the set of imprimitivity blocks on one hand, and the action of the
stabilizer GXi of any block Xi on the elements of Xi on the other hand.
Both actions are on smaller sets, so we can repeat this argument until
we reach primitive permutation groups.

Example 1.10.10 (i) The action of Sn on {1, 2, . . . , n} is primitive.
(ii) D8 acts imprimitively on the vertices of a square: the blocks of

imprimitivity are pairs of opposite vertices.
(iii) Let m,n ∈ Z>1, and X = {1, 2, . . . ,mn}. Consider the partition

X = tni=1Xi, where Xi = {mi+ 1,mi+ 2, . . . ,m(i+ 1)}. Let G be the
subgroup in Smn which consists of all permutations g preserving this
partition—this means that gXi = Xj for every i. By definition, G is
imprimitive with imprimitivity blocks X1, . . . , Xn. This groups is called
the wreath product of Sm with Sn and denoted Sm o Sn. We have

Sm o Sn ∼= (Sm × · · · × Sm)︸ ︷︷ ︸
n copies

oSn

with Sn acting on the n-tuples in Sm× · · · ×Sm by place permutations.

The following fact is fundamental:

Theorem 1.10.11 Let G be a transitive permutation group on X. Then
G is primitive if and only if Gx is a maximal subgroup for any x ∈ X.
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Proof Assume that G is imprimitive. Let H be the stabilizer of an
imprimitivity block Xi. As G is transitive, H is a proper subgroup of
G. Take x ∈ Xi. Clearly, Gx ≤ H. Moreover, Gx must be strictly
contained in H—otherwise we would never be able to move x to other
elements of Xi, contrary to the transitivity again.

Conversely, assume that Gx is not maximal. Let Gx � H � G. Write
G = g1H t · · · t glH, and define Xi := {gih · x | h ∈ H}. We claim
that X = tli=1Xi. Indeed, X = ∪li=1Xi by transitivity. On the other
hand, if gih · x = gjh

′ · x, it follows that h−1g−1
i gjh

′ ∈ Gx < H, whence
g−1
i gj ∈ H, and so i = j. Now, G obviously permutes Xi’s, and so it

just remains to notice that the blocks are non-trivial.

We will also need the following easy observation:

Lemma 1.10.12 Every non-trivial normal subgroup N of a primitive
group G is transitive.

Proof Note that the N -orbits are permuted by G.

Definition 1.10.13 Let G be a permutation group on X. The group
is called k-transitive if for every pair of k-tuples of distinct elements
(x1, . . . , xk) and (y1, . . . , yk) in Xk there exists g ∈ G with g · xi = yi
for all 1 ≤ i ≤ k.

Of course 1-transitive is the same as transitive. On the other hand,
the properties of being 2-transitive, 3-transitive, and so on, show how
‘rich’ the permutation group is in a certain sense.

Lemma 1.10.14 If G is 2-transitive on X then it is primitive on X.

Proof If G is imprimitive, take a pair (x1, x2) with x1, x2 being in the
same imprimitivity block, and a pair (y1, y2) with x1, x2 being in differ-
ent imprimitivity blocks. Now G cannot ‘move’ (x1, x2) into (y1, y2), so
it is not 2-transitive.

Example 1.10.15 (i) The group SLn(Fq) acts naturally on the lines
of the vector space Fnq . It follows from linear algebra that this action is
2-transitive, and so it is primitive by the above lemma.

Finally, note that under our action the center of SLn(Fq) acts trivially,
see Lemma 1.10.3. So the action factors through to a primitive action
of PSLn(Fq).
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(ii) Let 1 < m < n − 1, and G be the symmetric group Sn acting
on the m-element subsets of {1, . . . , n}. Then G is not 2-transitive.
Indeed, take a pair of subsets (X1, X2) such that |X1 ∩ X2| = m − 1
and a pair of subsets (Y1, Y2) such that |Y1 ∩ Y2| = m − 2. Then G

cannot move (X1, X2) into (Y1, Y2). On the other hand, the action
is primitive, unless m = n/2, as the point stabilizer is the maximal
subgroup Sm × Sn−m < Sn.

The following technical proposition will be used to verify simplicity of
PSLn(Fq).

Proposition 1.10.16 Let G be a permutation group with the following
properties:

(i) G is primitive;
(ii) G = G′;
(iii) the stabilizer Gx of some element x ∈ X contains an abelian

normal subgroup A such that its conjugates generate G.

Then G is simple.

Proof Let N 6= {1} be a normal subgroup of G. We have to show
that G = N . Note first that G = NGx, as N is transitive in view of
Lemma 1.10.12.

Now, we claim that G = NA. Indeed, by the assumption (iii), every
g ∈ G can be written as

g = (g1a1g
−1
1 ) . . . (glalg−1

l ) (gi ∈ G, ai ∈ A).

As G = NGx = GxN and A/Gx, we may assume that every gi belongs
to N . Now the claim follows, as AN = NA.

Finally, let a1, a2 ∈ A and n1, n2 ∈ N . Then using the normality of
N and commutativity of A,

[n1a1, n2a2] = n1a1n2a2a
−1
1 n−1

1 a−1
2 n−1

2

= (n1)(a1n2a
−1
1 )(a2n

−1
1 a−1

2 )(n−1
2 ) ∈ N.

So [NA,NA] ≤ N , which completes the proof, since G = [G,G] =
[NA,NA] by (ii) and the previous paragraph.

Now we can achieve our goal:

Theorem 1.10.17 The group G = PSLn(Fq) is simple unless n = 2
and q ≤ 3.
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Proof We verify the conditions (i)-(iii) of Proposition 1.10.16. According
to Example 1.10.15(i), G acts primitively on the lines in Fnq . This gives
us (i), and (ii) comes from Proposition 1.10.7.

For (iii), take x to be the line in Fnq spanned by the vector (1, 0, . . . , 0).
The stabilizer Gx consists of all the cosets gZ(G) where g ∈ SLn(Fq) is
a matrix with entries (gij)1≤i,j≤n such that gi1 = 0 for any i ≥ 2. These
matrices look like (

m ∗
0 M

)
, (1.10)

where M is an arbitrary non-degenerate (n−1)×(n−1) matrix, 0 stands
for a column of zero entries, m = (detM)−1, and ∗ stands for a row of
arbitrary entries. Now, take A to be the subgroup of Gx, which consists
of (the cosets of) all the matrices of the form (1.10) such that M is the
identity matrix. It is easy to see that A is abelian and normal in Gx. It
remains to prove that the conjugates of A generate G.

In view of Lemma 1.10.2, it suffices to show that any tij(a) is conjugate
to some t1k(a) in SLn(Fq). If i = 1, we are done. Let i > 1, and
{e1, . . . , en} be the standard basis of Fnq . Note that tij(a) maps ej to
ej + aei and leaves ek invariant for k 6= j. Now consider the new basis
{e′1, . . . , e′n}, where e′1 = ei, e′i = −e1, and e′j = ej for j 6= 1, i. Then,
tij(a) maps e′j to e′j+ae

′
1 and leaves e′k invariant for k 6= j. So the matrix

of our transvection in the new basis looks like t1j(a). By linear algebra,
this means that in the group GLn(Fq) we have gtij(a)g−1 = t1j(a),
where g is the change of basis matrix. But g has determinant 1, and so
we are done.

Apart from PSLn(q), one can construct roughly three more families
of finite simple groups which are labelled by two parameters n and q. In
fact, just like PSLn(Fq), these are described roughtly as some groups of
n×n matrices over the field Fq. Moreover, there are five more families of
simple groups of matrices labelled only by a parameter q, which means
that the sizes of the matrices is fixed in these cases. All such simple
groups of matrices belong to the class of finite Chevalley groups.

Are there any finite simple groups other than alternating groups and
finite Chevalley groups? Yes, five more examples were known since 19th
century—these are Mathieu grous M11,M12,M22,M23, and M24. The
index k in Mk indicates that Mk is constructed as a permutation group
on k symbols. (Note, by the way, the typical situation that the groups
do not come from thin air, but appear either as groups of linear transfor-
mations/matrices or as permutation groups). Mathieu groups are quite
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small, for example |M11| = 7920. It took 100 years to discover more
finite simple groups. Between 1965 (Zvonimir Janko) and 1982 (Robert
Griess) various people discovered 21 new simple groups. Thus we have
26 ‘exceptional’ finite simple groups, known as sporadic simple groups.
The largest one discovered by Griess is enormous: it has order

808, 017, 424, 794, 512, 875, 886, 459, 904,

961, 710, 757, 005, 754, 368, 000, 000, 000

and is aptly called the Monster (there also exists a Baby Monster). What
is even much more exciting, people were able to prove the Classification
Theorem, which claims that the groups described above are actually all
finite simple groups! This magnificent result is of great importance for
mathematics. But is extremely difficult to prove. In fact the proof itself
is monstrous: it takes 500 articles and about 15, 000 journal pages. At
the moment, a revision program is under way. This will eventually result
in having the proof checked and written neatly in 10 or so book volumes.

1.11 Generators and Relations

How can we describe a group. So far we mainly had groups appearing
either as groups of permutations (symmetric and alternating groups)
or as groups of matrices (general linear groups, special linear groups).
Dihedral groups might look different, but they too have an explicit geo-
metric realization. So we can say that most groups we have seen so far
come as symmetry groups of certain known objects or systems. For ex-
ample, permutation groups are symmetry groups of sets (on which they
operate), linear groups are symmetry groups of vector spaces, dihedral
groups are symmetry groups of geometric objects (n-gons). Perhaps
only cyclic groups are different. Of course, they too can be described as
groups acting somewhere as symmetries, but originally we just defined
them as ‘abstract groups’ by ‘multiplication properties’ we want them
to satisfy (one generator g, other elements look like gi, and gn = 1, or
something like this). In this section we will make this philosophy precise
by studying groups described in an abstract fashion using generators
and relations.

The notion of a free group turns out to be the key. The free group on
the set X may be thought of as the group given by generators X and
no relations.

Definition 1.11.1 If X is a subset of a group F , then F is a free group
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on X if for every group G and every map f : X → G, there exists a
unique group homomorphism f̂ : F → G with f̂(x) = f(x) for all x ∈ X,
see the diagram below.

F

X G

p p p p p p p pR

f̂6

-
f

Remark 1.11.2 It is not so obvious that a free group on X exists.
However, it is clear from the definition that if a free group on X exists,
then it is unique (‘up to unique isomorphism’): if F and F ′ are free
groups on X, then there exists a unique isomorphism ψ from F to F ′

which is identity on X. Slightly more generally, let X and Y be two sets
and ϕ : X → Y be a bijection. If F (X) is a free group on X and F (Y ) is
a free group on Y then there exists an isomorphism ϕ̂ : F (X) → F (Y ),
extending ϕ.

Now we work to construct a free group on X. We assume that X is
non-empty (interpreting the free group on ∅ as the trivial group {1} for
convenience). Let X−1 be a set bijective to X but disjoint from it. Pick
a bijection between X and X−1, and denote the image of x ∈ X under
this bijection by x−1. Thus,

X−1 = {x−1 | x ∈ X}.

Definition 1.11.3 If n ∈ Z>0, we define a word on X of length n to be
a function w : {1, 2, . . . , n} → X t X−1. If w(i) = xεi

i , where xi ∈ X,
εi = ±1 (1 ≤ i ≤ n), we write

w = xε11 . . . xεn
n ,

and we denote the length n by |w|. We allow the empty word, denoted
1, whose length is 0 by convention. A subword of a word w = xε11 . . . xεn

n

is either the empty word or a word of the form xεr
r x

εr+1
r+1 . . . x

εs
s for 1 ≤

r ≤ s ≤ n. The inverse word of w = xε11 . . . xεn
n is w−1 = x−εn

n . . . x−ε11 .
A word w is reduced if w = 1 or w has no subwords of the form xx−1

or x−1x for x ∈ X. Any two words can be multiplied by juxtaposing
them (writing one after another, if you prefer normal English): if w =
xε11 . . . xεn

n and u = yδ11 . . . yδn
n , then wu = xε11 . . . xεn

n y
δ1
1 . . . yδn

n . We
interpret 1w = w1 = w.
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Example 1.11.4 Let X = {x, y}. Then w = x−1xy is a word of
length 3 on X (even if you believe it is more logical to think that its
length is 1). The word w is not reduced. For the inverse word we have
w−1 = y−1x−1x. The subwords of length 2 are x−1x and xy. Note that
x−1y is not a subword.

Now, the free group on X should be something like the group gen-
erated by X with as few relations as possible (‘free’ is for ‘free from
relations’ !). So the elements of the group will be words on X with
multiplication given by juxtaposition and the empty word 1 being the
identity element. Of course, relations like xx−1 = 1 hold in every group,
so we will have to tolerate those as necessary evil. Thus, we must iden-
tify the words which differ by erasing or inserting subwords of the form
xx−1 and x−1x.

Definition 1.11.5 Let u and v be words on X (possibly empty), and
w = uv. An insertion is changing w to uxx−1v or ux−1xv. A deletion
is changing uxx−1v or ux−1xv to w. By an elementary operation we
mean insertion or delition. We write w → w′ if w′ is obtained from w

by an elementary operation. Two words u and w on X are equivalent,
written u ∼ w, if we can transform one into another using finitely many
elementary operations. The equivalence class of a word w is denoted [w].

Proposition 1.11.6 Let F (X) be the set of equivalence classes of words
with respect to the equivalence relation ∼. The multiplication on F (X)
given by [u][w] := [uw] is well-defined. It gives F (X) the structure of a
group with idenity element [1] and inverse [w]−1 = [w−1].

Proof Note that u′ ∼ u and w′ ∼ w imply that u′v′ ∼ uv, which takes
care of ‘well defined’. The axioms of group are now obvious.

Proposition 1.11.7 Let i : X → F (X), x 7→ [x]. For every group
G and map f : X → G there exists a unique group homomorphism
f̂ : F (X) → G such that f̂(i(x)) = f(x).

Proof Uniqueness of f̂ is clear. For existence just set f̂([xε11 . . . xεn
n ]) :=

f(x1)ε1 . . . f(xn)εn . By definition of F (X), the map f̂ is a well-defined
group homomorphism, which clearly has the desired property.

The two propositions above got us very close to proving that F (X)
is the free group on X. It just remains to check that the map i is an
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embedding. As for every x ∈ X, [x] is a reduced word, the required fact
follows from the following natural

Proposition 1.11.8 Every equivalence class of words on X contains a
unique reduced word.

Proof Let w be a word on X. Let us apply consecutive deletions of
the rightmost subword of the form xx−1 or x−1x. After finitely many
steps we will reach a reduced word ρ(w) ∼ w. We make a number of
observations:

(1) ρ(uv) = ρ(uρ(v)) (obvious).
(2) ρ(xεx−εv) = ρ(v) (follows from (1)).
(3) ρ(uxεx−εv) = ρ(uv). Indeed, using (1) and (2), we have

ρ(uxεx−εv) = ρ(uρ(xεx−εv)) = ρ(uρ(v)) = ρ(uv).

Now let u ∼ v be two reduced words. By definition, there exists a
sequence of words u = u1, u2, . . . , ul = v, in which ui+1 is obtained from
ui by an elementary operation. In view of (3), ρ(ui) = ρ(ui+1). As
ρ(u) = u and ρ(v) = v, this implies that u = v.

Remark 1.11.9 The properties (1)-(3) proved in Proposition 1.11.8
imply that

ρ(uv) = ρ(ρ(u)ρ(v)). (1.11)

Indeed, apply the induction on |u|, the induction base |u| = 0 being
quite clear. Let |u| > 0. If u is reduced, then everything is again
clear. Otherwise, u = u1x

εx−εu2. Now, using (2), (3) and inductive
hypothesis, we obtain

ρ(uv) = ρ(u1x
εx−εu2v) = ρ(ρ(u1)ρ(xεx−εu2v))

= ρ(ρ(u1)ρ(u2v)) = ρ(u1u2v) = ρ(ρ(u1u2)ρ(v))

= ρ(ρ(u1x
εx−εu2)ρ(v)) = ρ(ρ(u)ρ(v)).

Now Proposition 1.11.8 and (1.11) yield another definition of the free
group F (X): its elements are reduced words on X and the multiplica-
tion is given by uv = ρ(uv). Of course we could have tried to use this
construction of the free group instead of our approach with equivalence
classes. But then it would be hard to prove associativity of multiplica-
tion.



42 Groups

Corollary 1.11.10 Let G be a group and X ⊆ G be a subset. Then X

is free on X if and only if each element g ∈ G can be uniquely written
in the form

g = xe11 . . . xel

l , (1.12)

where xi ∈ X, ei 6= 0 and xi 6= xi+1.

Proof If G is free on X, we may assume that G = F (X), where F (X)
has been explicitly constructed above. Now instead of each xei

i we write
the word xi . . . xi (ei times) if ei > 0, and x−1

i . . . x−1
i (|ei| times) if

ei < 0. The resulting word of length |e1| + · · · + |el| is reduced, and so
the uniqueness of the presentation (1.12) follows from Proposition 1.11.8.

Conversely, assume that every element of G can be written uniquely
in the form (1.12). Let F (X) be the free group on X. By the universal
property of F (X), the embedding f of X into G induces a surjective
homomorphism f̂ : F (X) → G, and our assumption guarantees that f̂
is injective, thanks to Proposition 1.11.8 again.

Now we can proceed to describe groups given by generators and re-
lations. Let G be a group generated by some set X of its elements.
By the universal property of free groups, there is a natural surjection
π : F (X) → G, [x] 7→ x. Let S be the kernel of π. Elements of S are
called relations of the presentation π. If R is a subset of S such that S
is the minimal normal subgroup containing R, we say that G is given by
(the set of) generators X and (the set of) relations R and write

G = 〈X | R〉.

Of course this entirely describes G as the quotient of F (X) by the min-
imal normal subgroup containing R. If R = {[r1], [r2], . . . , [rl]} is finite
we also write

G = 〈X | r1 = 1, r2 = 1, . . . , rl = 1〉.

A group G is called finitely generated (resp. finitely presented) if it has
a presentation G = 〈X | R〉 with X finite (resp. both X and R finite).

The following result is a universal property of G = 〈X | R〉. Note that
if G = 〈X | R〉 then we have a natural map i : X → G (which does not
have to be an embedding).

Theorem 1.11.11 (von Dyck’s Theorem) Let G = 〈X | R〉. Let
f : X → H be a map of X into another group H. Assume that for every
r = [xε11 . . . xεl

l ] ∈ R, we have f(x1)ε1 . . . f(xl)εl = 1 in H. Then there
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exists a unique group homomorphism f̂ : G → H such that f̂(i(x)) =
f(x) for all x ∈ X.

Proof By the universal property of the free group F (X), there ex-
ists a surjective homomorphism g : F (X) → H with g(x) = f(x)
for every x ∈ X. It follows from the assumption that the kernel K
of this homomorphism is at least as large as the minimal normal sub-
group S generated by R. Now, we can construct f̂ as the natural map
F (X)/S → F (X)/K = im g ⊆ H. Finally, uniqueness of f̂ is clear as
the elements of i(X) generate G.

Example 1.11.12 The dihedral group D2n is given by generators and
relations as follows:

D2n
∼= 〈a, b | an = 1, b2 = 1, bab−1 = a−1〉. (1.13)

Note first of all that, strictly speaking, instead of bab−1 = a−1 we should
have written bab−1a = 1, but this meaning is clear. You should be aware
that it is typical to see such rewritten relations if people think that in
the rewritten form the reation looks nicer.

Now we prove (1.13). Let x be a rotation by 360/n degrees and y be
a reflection in D2n. Then it is easy to see that xn = 1, y2 = 1, yxy−1 =
x−1. By von Dyck’s Theorem, there exists a surjective homomorphism
from the group G := 〈a, b | an = 1, b2 = 1, bab−1 = a−1〉 ontoD2n, which
maps a to x and b to y. So it remains to prove that |G| = |D2n| = 2n.
This will follow if we can show that every element of G can be written
in the form ambn, which is clear from defining relations (which allow us
to pull all a’s past b’s to the left).

We leave it as an exercise thatD2n also has another useful presentation

D2n
∼= 〈s1, s2 | s21 = 1, s22 = 1, (s1s2)n = 1〉. (1.14)

Example 1.11.13 Define the generalized quaternion group

Q4m := 〈a, b | a2m = 1, am = b2, bab−1 = a−1〉.

We claim that the order of Q4m is 4m. First of all |Q4m| ≤ 4m because
every element of it can be written in the form aibj for 0 ≤ i < 2m and
j ∈ {0, 1} (use the relations). How to prove that the order is exactly
4m? This is usually the hard part, and a typical trick is to find a
group of order at least 4m generated by two elements which satisfy the
same relations as defining relations of Q4m. Application of von Dyck’s
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Theorem then completes the proof. Well, let us construct the required
group. Let H = R · 1⊕R · i⊕R · j ⊕R · k be the algebra of quaternions.
Let x := eπi/m and y := j. It is easy to check that x2m = 1, xm = y2,
and yxy−1 = x−1. Let G be the subgroup of H× generated by x and y.
Now it is easy to see working explicitly in H that the elements xiyj with
0 ≤ i < 2m and j ∈ {0, 1} are all distinct which completes the proof.

It is easy to check that Z(Q4m) = {1, am}, and Q4m/Z(Q4m) ∼= D2m.
So Q4m is solvable. It is nilpotent if and only if m is a power of 2.

Example 1.11.14 The symmetric group Sn has the following presen-
tation:

Sn ∼= 〈s1, s2, . . . , sn−1 |
s2i = 1 (1 ≤ i < n),

sisi+1si = si+1sisi+1(1 ≤ i < n− 1),

sisj = sjsi (1 ≤ i, j < n, |i− j| > 1)〉.

(1.15)

Let G be the group given by generators and relations as in the right hand
side of (1.15). Note that the elements (1, 2), (2, 3), . . . , (n−1, n) generate
Sn and satisfy the same relations as s1, s2, . . . , sn−1. Therefore, by von
Dicks’s Theorem, there exists a surjection from G onto Sn mapping sj
to (j, j+1) for 1 ≤ j < n, and it suffices to show that |G| ≤ n!. For this
we apply induction on n, the cases n = 1, 2 being clear. For inductive
step, consider H < G generated by s1, . . . , sn−2. It follows from the
inductive hypothesis that |H| ≤ (n − 1)!, so it is enough to prove that
[G : H] ≤ n. This will follow if we can show that G = K, where

K := H ∪ sn−1H ∪ sn−2sn−1H ∪ · · · ∪ s1s2 . . . sn−1H.

The equality G = K is equivalent to the property gK = K for every g ∈
G, which is in turn equivalent to siK = K for every 1 ≤ i < n. Consider
si(sj . . . sn−1H). If i = j − 1 or j, then clearly si(sj . . . sn−1H) ⊂ K. If
i < j − 1, we get

si(sj . . . sn−1H) = sj . . . sn−1siH = sj . . . sn−1H ⊂ K.

Finally, if i > j, we have

si(sj . . . sn−1H) = sj . . . si−2(sisi−1si)si+1 . . . sn−1H

= sj . . . si−2(si−1sisi−1)si+1 . . . sn−1H = sj . . . sn−1si−1H

= sj . . . sn−1H ⊂ H.
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Remark 1.11.15 The presentations (1.14) and (1.15) can be generalized
as follows. Let r be a positive integer. For every pair 1 ≤ i, j ≤ r fix a
parameter mij ∈ Z>0 ∪ {∞} such that mij = mji ≥ 2 for 1 ≤ i 6= j ≤ r

and mii = 1 for 1 ≤ i ≤ r. Consider the group generated by s1, . . . , sr
subject to the relations

(sisj)mij = 1 (1 ≤ i, j ≤ r).

This group is called a Coxeter group. The parameters mij can be visu-
alized conveniently using the corresponding Coxeter graph. The vertices
of the graph are labelled by 1, 2, . . . , r. There is no edge between the
vertices i and j if either i = j or mij = 2, there is an edge without label
between i and j if mij = 3, and there is an edge with label mi,j between
i and j otherwise. For example, for the presentation (1.15) of S4 the
Coxeter graph is

• • •

The most remarkable is the following classification theorem: a Coxeter
group is finite if and only if its Coxeter graph is a finite disjoint union of
graphs appearing in Figure 1.1. If you are stunned (and I bet you are!)
by the beauty of this result, read more about it, for example in [Hu].
This result is a beginning of Lie theory.

Remark 1.11.16 Besides Lie theory, we have touched another large
and beautiful area of mathematics: combinatorial group theory. This
theory investigates what can be said about a group given by generators
and relations, and turns out to be closely related with topology and
geometry. One of the prominent results is the unsolvability of the word
problem. A group G has a solvable word problem if it has a presentation
G = 〈X | R〉 for which there exists an algorithm to determine whether
an arbitrary word on X is equal to the identity in G. We would also
like to know when two different presentations determine the same group
(we saw that it is indeed possible to have different presentations for the
same group). Another important problem is to determine whether a
group determined by a presentation is finite or infinite. If you want to
read about these matters, we recommend, for example, [Ol].

To conclude the section, we classify groups of order < 16. In view
of Example 1.7.19, we understand groups of order pq, so the only in-
teresting cases are groups of order 8 and 12. Abelian groups can be
easily understood using the Fundamental Theorem on Finitely Gener-
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Fig. 1.1. Coxeter graphs of finite Coxeter groups

ated Abelian Groups, to be studied later. So here we concentrate on
non-abelian groups.

Lemma 1.11.17 Q8 and D8 are the only non-abelian groups of order 8.

Proof Let G be a non-abelian group of order 8. Not every element of
G has order 2, so there must be an element a ∈ G of order 4. The
subgroup A := 〈a〉 in G is of index 2, hence normal. Pick b ∈ G \ A.
Then G = 〈a, b〉, and b2 ∈ A. Hence, either b2 = 1 or b2 = a2—otherwise
b has order 8. Also, bab−1 = a3, as it must be an element of order 4 and
cannot be a—otherwise G is abelian. Now von Dick’s theorem implies
that G is a homomorphic image of D8 or Q8, and the result follows by
comparing orders.

Lemma 1.11.18 Up to isomorphism, there are three non-abelian groups
of order 12: A4, D12, and Q12.
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Proof The three groups have, respectively, 3, 7, and 1 elements of order
2, so they are non-isomorphic. Now let G be a non-abelian group of
order 12, and let P = 〈c〉 be a Sylow 3-subgroup of G. The action on
G/P provides a homomorphism G → S4. Let K be the kernel of this
homomorphism.

If K = {1}, then G is isomorphic to a subgroup of S4 of order 12.
Such subgroup must be contained in S′4 = A4, so G ∼= A4.

If K 6= {1}, then K = P , and P / G. By the Sylow Theorems, P is
the only subgroup of order 3. Hence c and c2 are the only elements of
order 3 in G. Hence c has one or two conjugates, and so |CG(c)| = 6 or
12. So CG(c) contains an involution d. Let a = cd. Then a has order 6,
and so A := 〈a〉 is a normal subgroup of order 6.

Take any b 6∈ A. Then G = 〈a, b〉. Observe that bab−1 ∈ A is of order
6, and bab−1 6= a, as G is not abelian. Hence bab−1 = a−1. Finally, b2

belongs to A and commutes with b, whence either b2 = 1 or b2 = a3.
Now application of von Dick’s Theorem completes the proof.

1.12 Problems on Groups

Problem 1.12.1 True or false? Let G be a group such that any finitely
generated subgroup of G is cyclic. Then G is cyclic.

Problem 1.12.2 Let G be a finite group with |G| > n. Then G is
isomorphic to a transitive subgroup of Sn if and only if G contains a
subgroup H of index n such that neither H nor any proper subgroup of
H is normal in G.

Problem 1.12.3 Let G be a finite group. We choose an element g ∈
G randomly. Then replace it and make another random choice of an
element h ∈ G. Prove that the probability that g and h commute equals
to k/|G|, where k is the number of conjugacy classes in G.

Problem 1.12.4 Any infinite group has infinitely many subgroups.

Problem 1.12.5 Let G be a finite group. The Frattini subgroup Φ(G)
is the intersection of all maximal subgroups of G. An element g ∈ G is
called a non-generator if whenever 〈X, g〉 = G, we have 〈X〉 = G for
subsets X ⊆ G. Show that Φ(G) is the set of non-generators of G.
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Problem 1.12.6 True or false? Aut(C8) ∼= C4.

Problem 1.12.7 Let G be a finite group and p be a prime. Show
that there exists a normal p-subgroup Op(G) such that H ≤ Op(G)
for any normal p-subgroup H in G. Show that there exists a normal
subgroup Op′(G) of order prime to p such that H ≤ Op′(G) for any
normal subgroup H in G whose order is prime to p.

Problem 1.12.8 Let G be a finite group and p be a prime. Show that
there exists a normal subgroup Op(G) such that G/Op(G) is a p-group,
and H ≥ Op(G) for any normal p-subgroup H in G such that G/H is
a p-group. Show that there exists a normal subgroup Op

′
(G) such that

|G/Op′(G)| is prime to p, and H ≤ Op′(G) for any normal subgroup H
in G with |G/H| prime to p.

Problem 1.12.9 True or false? If G is a finite nilpotent group, and m
is a positive integer dividing |G|. Then there exists a subgroup of G of
order m.

Problem 1.12.10 A non-trivial group G has a proper subgroup H

which contains every proper subgroup of G. What can you say about
G? (Another version: Let G be a finite group such that for all subgroups
H,K ≤ G we have H ⊆ K or K ⊆ H. What can you say about G?)

Problem 1.12.11 Let G be a finite group. For each prime p dividing
|G|, let Sp(G) denote the set of all p-subgroups of G. Suppose for each
p dividing |G|, that Sp(G) is totally ordered by inclusion (i.e. we have
H ⊆ K or K ⊆ H for any H,K ∈ Sp(G)). Prove that G is cyclic.

Problem 1.12.12 True or false? If G is a group with even number of
elements, then the number of elements in G of order 2 is odd.

Problem 1.12.13 True or false? If N is a normal subgroup of G and
N and G/N are nilpotent, then G is nilpotent.

Problem 1.12.14 True or false? If X is a normal subgroup of Y and
Y is a normal subgroup of Z, then X is a normal subgroup of Z.

Problem 1.12.15 Let G be a finite group and N/G. If (|N |, [G : N ]) =
1, prove that N is the unique subgroup of G having order |N |.
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Problem 1.12.16 Let G be a group and H,K ≤ G be subgroups. Then
HK is a subgroup of G if and only if HK = KH.

Problem 1.12.17 If H,K are subgroups of G, then [H : H ∩ K] ≤
[G : K]. If [G : K] is finite, then [H : H ∩K] = [G : K] if and only if
G = HK.

Problem 1.12.18 If H,K are subgroups of finite index of a group G

such that [G : H] and [G : K] are relatively prime, then G = HK.

Problem 1.12.19 True or false? All subgroups of Q8 are normal.

Problem 1.12.20 The center of Sn is trivial for n ≥ 3.

Problem 1.12.21 If N / G, |N | is finite, H ≤ G, [G : H] is finite, and
([G : H], |N |) = 1, then N ≤ H.

Problem 1.12.22 (Q,+) does not have subgroups of finite index.

Problem 1.12.23 If H and K are finite index subgroups in G, then so
is H ∩K.

Problem 1.12.24 IfH is a proper subgroup of a finite groupG, then the
union ∪g∈GgHg−1 is not the whole G. (See 1.12.25 for a more general
problem)

Problem 1.12.25 If H < G is a proper subgroup of finite index, then
the union ∪g∈GgHg−1 is not the whole G.

Problem 1.12.26 Let G be a finite group G, and g1, . . . , gk be repre-
sentatives of the conjugacy classe of G. Then G = 〈g1, . . . , gl〉.

Problem 1.12.27 The group GLn(Fq) has an element of order qn − 1.

Problem 1.12.28 Let H be a subgroup of a group G. Let

C := {g ∈ G | H ∩ gHg−1 has finite index in both H and gHg−1}.

Show that C is a subgroup of G.

Problem 1.12.29 Suppose that a finite groupG has exactly three Sylow
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2-subgroups. Show that every permutation of these Sylow subgroups can
be obtained by conjugation by some suitable element of G.

Problem 1.12.30 Prove that any infinite simple group G has no sub-
group of finite index.

Problem 1.12.31 Prove that there is no simple group of order 120.

Problem 1.12.32 The group of order 24 · 72 is not simple.

Problem 1.12.33 Prove that there is no simple group of order 150.

Problem 1.12.34 Show that a group of order 80 must have a non-trivial
normal subgroup of order a power of 2.

Problem 1.12.35 Prove that the group of upperunitriangular 3 × 3
matrices over F2 is isomorphic to D8.

Problem 1.12.36 Let G be a finite group with g ∼ g2 for every g ∈ G.
Prove that G = {1}.

Problem 1.12.37 Suppose that a finite group G has exactly two con-
jugacy classes. Determine G up to isomorphism.

Problem 1.12.38 True or false: S4/V4
∼= S3.

Problem 1.12.39 True or false: every subgroup of order 5 of S5 is
transitive.

Problem 1.12.40 True or false: if p and q are primes, then a group of
order pq is nilpotent.

Problem 1.12.41 A groupG is called metabelian if there exists a normal
subgroup N of G with N and G/N both abelian. Prove that every
subgroup of a metabelian group is metabelian. Prove that every quotient
of a metabelian group is metabelian.

Problem 1.12.42 True or false: If P is a Sylow p-subgroup of the finite
group G, then NG(P ) contains just one Sylow p-subgroup of G.

Problem 1.12.43 If H ≤ G are finite groups, then rp(H) ≤ rp(G).
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Problem 1.12.44 LetH ≤ G be finite groups, P be a Sylow p-subgroup
of H, and NG(P ) ⊆ H. Then P is a Sylow p-subgroup of G.

Problem 1.12.45 If |G| = pqr, show that G is not simple.

Problem 1.12.46 Let |G| = p(p + 1), where p is prime. Show G has
either a normal subgroup of order p or a normal subgroup of order p+1.

Problem 1.12.47 Let a finite group G have a cyclic Sylow 2-subgroup.
Show that G has a subgroup of index 2.

Problem 1.12.48 Let n 6= 6. Then every automorphism of S6 is inner.

Problem 1.12.49 The group S6 has an automorphism mapping the sta-
bilizer of a point in S6 to a transitive subgroup. No such automorphism
can be inner.

Problem 1.12.50 Let G be a finite group. Then G is nilpotent if and
only if NG(H)  H whenever H � G.

Problem 1.12.51 True or false: Dn is nilpotent.

Problem 1.12.52 Let ϕ : G → H be a surjective homomorphism of
finite groups. If P is a Sylow p-subgroup of G, then ϕ(P ) is a Sylow
p-subgroup of H. Conversely, every Sylow p-subgroup of H is the image
of a certain Sylow p-subgroup of G.

Problem 1.12.53 Let G be a finite group, N / G, and P a Sylow p-
subgroup of G for some prime p. Show that PN/N is a Sylow p-subgroup
of G/N and P ∩N is a Sylow p-subgroup of N .

Problem 1.12.54 If a group G contains an element having exactly two
conjugates, then G has a non-trivial proper normal subgroup.

Problem 1.12.55 Any finite group is isomorphic to a subgroup of An
for some n.

Problem 1.12.56 True or false? A5 contains no subgroup of order 15.

Problem 1.12.57 Find the smallest n such that An contains a subgroup
of order 15.
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Problem 1.12.58 True or false? Let G be a finite group, and let P be
its Sylow p-subgroup. If P / N / G, then P / G.

Problem 1.12.59 Let G be a finite p-group, and N / G be a normal
subgroup of order p. Then N is in the center of G.

Problem 1.12.60 If G is a finite p-group, N / G, and N 6= {1}, then
N ∩ Z(G) 6= {1}.

Problem 1.12.61 Let H,K,N be non-trivial normal subgroups of a
group G, and suppose that G = H×K. Prove that N is in the center of
G or N intersects one of H,K non-trivially. Give an example where N
is in the center and does not intersect either H or K non-trivially. Give
an example where N is not in the center but intersects both H and K

non-trivially. Give an example when N is in the center and intersects
both H and K non-trivially.

Problem 1.12.62 Let N1 / G1, N2 / G2. True or false?

(a) If G1
∼= G2, and N1

∼= N2 then G1/N1
∼= G2/N2.

(b) If G1
∼= G2 and G1/N1

∼= G2/N2 then N1
∼= N2.

(c) If N1
∼= N2 and G1/N1

∼= G2/N2 then G1
∼= G2.

Problem 1.12.63 Let G be a finite group. If G is solvable, then G

contains a non-trivial normal abelian subgroup. If G is not solvable
then it contains a normal subgroup H such that H ′ = H.

Problem 1.12.64 Let p be a prime. Find the number of subgroups of
Cp × Cp (counting {1} and itself).

Problem 1.12.65 Let G be a group, and suppose |Aut(G)| = 1. Prove
that G has at most two elements.

Problem 1.12.66 True or false: every group of order 18 is nilpotent.

Problem 1.12.67 Let G1 and G2 be finite groups. Is it true that every
subgroup of G1 × G2 is of the form H1 × H2, where H1 ≤ G1 and
H2 ≤ G2. What if we assume, additionally, that (|G1|, |G2|) = 1?

Problem 1.12.68 True or false: Any element of order p in a finite
p-group is central.
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Problem 1.12.69 Let p be a prime and G be a finite simple group
having a subgroup H of index p. Find the isomorphism type of a Sylow
p-subgroup of G.

Problem 1.12.70 Classify the groups of order 175.

Problem 1.12.71 Let F be a free group with basis X = {x1, . . . , xn}.
Then F/F ′ ∼= C∞ × · · · × C∞ (n copies).

Problem 1.12.72 Let X ⊆ Y . Show that F (X) ≤ F (Y ).

Problem 1.12.73 Find the group of rotations and the full group of
symmetries of a regular tetrahedron.

Problem 1.12.74 Describe the conjugacy classes of A5 and S5.

Problem 1.12.75 True or false? D12
∼= S3 × C2.

Problem 1.12.76 Let p be prime g be any p-cycle in Sp and h be any
transposition in Sp. Prove that 〈g, h〉 = Sp.

Problem 1.12.77 Let D2n be the dihedral group of order 2n. For which
value of n:

(a) The center of D2n is trivial?
(b) All involutions in D2n are conjugate to each other?
(c) D2n is a direct product of two proper subgroups?
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Fields

2.1 Things known

We assume that material reviewed in sections 3.1-3.5 and parts of section
3.8 of Rotman is well understood. Among other things, these sections
discuss the following topics:

3.2. Definition of a commutative ring (with 1), basic examples; do-
mains, zero divisors, divisibility theory; definition of a field, field
of fractions of a domain, the field Fp.

3.3. Polynomials; rational functions.
3.4. Division algorithm for polynomials; roots of polynomials; GCD

and LCM for polynomials; irreducible polynomials; Euclidean al-
gorithm; Unique Factorization Theorem for polynomials; alge-
braic integers;

3.5. Ring homomorphism and isomorphism; ideals; PID’s; UFD’s;
GCD and LCM in UFD’s.

3.8. Quotient rings, First Isomorphism Theorem for rings.

We want to emphasize the following fundamental universal properties:

Theorem 2.1.1 (Universal Property of Polynomials) Let R and
S be commutative rings, ϕ : R→ S be a ring homomorphism, and s ∈ S
be an arbitrary element. Then there exists a unique homomorphism
ϕ̂ : R[x] → S, which maps x to s and r · 1 to ϕ(r) for any r ∈ R.
Moreover, for general r0 + r1x+ · · ·+ rnx

n ∈ k[x] we have

ϕ̂(r0 + r1x+ · · ·+ rnx
n) = ϕ(r0) + ϕ(r1)s+ · · ·+ ϕ(rn)sn.

Theorem 2.1.2 (Universal Property of Fraction Fields) Let R
and S be commutative rings and ϕ : R → S be a ring homomorphism.

54
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Assume that R is a domain and that ϕ(r) is invertible in S for any
r 6= 0. Let Q(R) be the quotient field of R. Then there exists a unique
homomorphism ϕ̂ : Q(R) → S, which maps r/s to ϕ(r)ϕ(s)−1.

Make sure you know how to prove the theorems above.

2.2 More on irreducible polynomials

Apart from what is explained in sections 3.3 and 3.4 of the textbook,
we will need some more facts on irreducible polynomials.

Lemma 2.2.1 Let f ∈ Z[x] be a polynomial which cannot be written
as a product of two polynomial in Z[x] of positive degrees. Then f is
irreducible when considered as an element of Q[x].

Proof Assume that f is reducible in Q[x], i.e. f = gh for polynomials
g, h ∈ Q[x] of degrees smaller than deg f . Multiplying by the product of
denominators of coefficients of g and h, we get nf = g′h′, where n ∈ Z
and g′h′ ∈ Z[x]. We now show that one can cancel prime factors of n
one by one without going outside Z[x].

Suppose p is a prime factor of n. We claim that either p divides all
coefficients of g′ or else p divides all coefficients of h′. Otherwise let i and
j be the minimal possible such that p does not divide the ith coefficient
of g′ and jth coefficient of h′. It follows that p does not divide the
(i+ j)th coefficient of g′h′, giving a contradiction. Now cancel by p and
continue this way until n = 1.

Theorem 2.2.2 (Eisenstein’s Criterion) Let (x) = a0 + a1x+ · · ·+
ant

n ∈ Z[x]. Suppose that there is a prime p such that

(1) p does not divide an,
(2) p divides ai for 0 ≤ i < n,
(3) p2 does not divide a0.

Then f is irreducible as an element of Q[x].

Proof By Lemma 2.2.1, it suffices to show that f is irreducible in Z[x].
Suppose for a contradiction that f = gh, where g = b0 + b1x+ · · ·+ brx

r

and h = c0 + c1x + · · · + csx
s are integral polynomials of degrees less

than n. Then a0 = b0c0, so by (2), p|b0 or p|c0. By (3), we may assume
that p|b0 and p 6 |c0. If all coefficients bi were divisible by p then an would
be divisible by p, contrary to (1). Let bi be the first coefficient of g not
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divisible by p. Note that i < n. Then ai = bic0 + · · · + b0ci is not
divisible by p, giving a contradiction.

Example 2.2.3 f(x) = 2
9x

5 + 5
3x

4 + x3 + 1
3 ∈ Q[x] is irreducible if and

only if 9f(x) = 2x5 + 15x4 + 9x3 + 3 is irreducible, which is the case by
the Eisenstein’s criterion with p = 3.

Example 2.2.4 Eisenstein’s criterion does not apply to the polynomial
f(x) = x3− 3x− 1 = 0. But f(x) is irreducible if and only if f(x+ 1) is
irreducible. Now f(x + 1) = x3 + 3x2 − 3 is irreducible by Eisenstein’s
criterion.

Example 2.2.5 Let p be a prime. Then the polynomial f(x) = 1 +
x + · · · + xp−1 is irreducible. Indeed, consider f(x + 1) instead. As
f(x) = (xp − 1)/(x − 1), we have f(x + 1) = ((x + 1)p − 1)/x, and
Eisenstein’s criterion applies.

There is another method to verify irreducibility. By the Universal
Property of Polynomials, the natural homomorphism Z → Z/nZ extends
to a homomorphism Z[x] → (Z/nZ)[x], f 7→ f̄ . Now, assume that the
top coefficient of f is not 0 modulo n. Then clearly f is irreducible if
f̄ is irreducible (the converse is not necessarily true). Now, verifying
if f̄ is irreducible is a ‘finite problem’, as there are only finitely many
polynomials of bounded degree over Z/nZ.

Example 2.2.6 We claim that f(x) = x4 + 15x3 + 7 is irreducible.
Modulo 5 we have f̄ = x4 + 2. If f̄ has a factor of degree 1 then it has a
root in Z/5Z, which is not the case. Let f have two factors of degree 2:

x4 + 2 = (x2 + ax+ b)(x2 + cx+ d).

Then a + c = 0, ac + b + d = 0, bd = 2. So b + d = a2, which can take
only the values 0, 1, 4, since these are the only squares in Z/5Z. Hence,
either −b2 = 2 or b(1− b) = 2 or b(4− b) = 2. Trying all possible values
for b we see that none of these equations can hold.

Finally, one more useful trick:

Lemma 2.2.7 Let f(x) = a0 + a1x+ · · ·+ anx
n ∈ Z[x]. If r

s ∈ Q with
(r, s) = 1 is a root of f then r | a0 and s | an.
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Proof As f(r/s) = 0, we have

a0s
n = r(

n∑
i=1

(−ai)ri−1sn−i) and − anr
n = s

n−1∑
i=0

risn−i−1,

which implies the required result.

Example 2.2.8 Lemma 2.2.7 implies that the polynomial x3−3x+1 ∈
Q[x] does not have rational roots and hence is irreducible over Q as it
has degree 3.

2.3 First steps in fields

Let F be a field. If ki ⊆ F, i ∈ I is a family of subfields, then ∩i∈Iki is
also a subfield. This implies that every field F has the smallest subfield,
which is just the intersection of all its subfields.

Definition 2.3.1 The smallest subfield of a field F is called the prime
subfield of F and denoted F0.

It turns out that for an arbitrary field F , we have F0
∼= Q or Fp

for some prime p. Indeed, consider the ring homomorphism χ : Z →
F, m 7→ m · 1F . We have two cases:

(1) χ is injective. Then Z ∼= imχ is a subring of F0. By the universal
property of fraction fields, the field of fractions of Z, which is Q, is
a subfield of F0, so F0

∼= Q. In this case we say that characteristic
of F is 0, written charF = 0.

(2) kerχ = (p) for a prime number p. Then Fp = Z/pZ ∼= imχ is a
subfield of F0. So F0

∼= Fp. In this case we say that characteristic
of F is p, written charF = p.

Remark 2.3.2 We have charF = p > 0 ⇔ p · a = 0 for any a ∈ F

⇔ p ·1F = 0, where p ·a means a+ · · ·+a (p summands). This implies
the following nice property which holds in any field F of characteristic p
and is sometimes called ‘Freshman’s Dream’:

(a+ b)p = ap + bp (a, b ∈ F ).

Definition 2.3.3 If k is a subfield of another field K, we say that K is
a field extension over k, written K/k.
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For any field extension K/k, we may consider K as a k-vector space
in a natural way.

Proposition 2.3.4 If F is a finite field then |F | = pn for some prime
p and some n ∈ Z>0.

Proof Consider F as a vector space over F0.

We will later prove that for any prime p and any n ∈ Z>0 there does
exist a field with pn elements, and, moreover, such field is unique (up to
isomorphism).

The following is a very useful result on degrees of finite extensions.

Proposition 2.3.5 (Tower Law) Let K/E/k be field extensions with
K/E and E/k finite. Then K/k is finite, and [K : k] = [K : E][E : k].

Proof If {a1, . . . , am} is a basis of E over k and {b1, . . . , bn} is a basis
of K over E, it is easy to see that {aibj | 1 ≤ i ≤ m, 1 ≤ j ≤ n} is a
basis of K over k.

Definition 2.3.6 (i) Let K/k be a field extension. The extension is
called finite if dimkK <∞. The dimension dimkK is called the degree
of K/k and denoted [K : k].

(ii) An element α ∈ K is called algebraic over k if it is a root of some
non-zero polynomial f(x) ∈ k[x]. Otherwise α is called transcendental
over k. The extension K/k is called algebraic if all elements of K are
algebraic over k. Otherwise the extension is called transcendental.

Lemma 2.3.7 If K/k is a finite field extension, then it is algebraic.

Proof Let dimkK = n. Take any α ∈ K, and consider n + 1 elements
1, α, α2, . . . , αn. They must be linearly dependent over k, so there exist
a0, a1, . . . , an ∈ k, not all zero, with a0 + a1α + · · · + anα

n = 0. This
shows that α is algebraic.

The following simple theorem is of fundamental importance. It is the
key tool in constructing field extensions.

Theorem 2.3.8 If k is a field, p ∈ k[x], and I = (p) / k[x], then
k[x]/I is a field if and only if the polynomial p is irreducible. Moreover,
dim k[x]/I = deg p.
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Proof Let n = deg p. It is easy to see that {1, x, . . . , xn−1} is a basis
of k[x]/I, whence dim k[x]/I = n. If p = fg is not irreducible, then the
quotient k[x]/I has zero divisors: (f + I)(g + I) = 0 + I; in particular,
k[x]/I is not a field.

Now, let p be irreducible. Then 1 + I 6= 0 + I is clear. Moreover, take
f + I 6= 0. As f 6∈ I, we have (f, p) = 1, whence 1 = af + bp for some
a, b ∈ k[x]. Hence a+ I is the inverse of f + I in k[x]/I. Thus, k[x]/I is
a field.

Remark 2.3.9 Let k is a field, p ∈ k[x] be an irreducible polynomial,
and set K := k[x]/(p). Then K ⊇ k is a field extension, and x+(p) ∈ K
is a root of p in K. So sometimes we refer to the passage from k to
k[x]/(p) as ‘adjoining a root of an irreducible polynomial p to k’.

Definition 2.3.10 Let K/k be a field extension and α ∈ K. The
smallest subfield of K containing k and α is called the subfield of K
obtained by adjoining α to K. This subfield is denoted k(α). If K =
K(α) for some α ∈ K we say that K is a simple extension of k.

More generally, if X ⊂ K be a subset, then k(X) denotes the smallest
subfield of K containing k and α. If X = {α1, . . . , αn} we also write
k(α1, . . . , αn) for k(X).

Remark 2.3.11 An extension may be simple without appearing to be.
Consider K := Q(i,

√
5). As written, it appears to require adjunction of

two elements. But in fact K = Q(i+
√

5). To prove this it is enough to
show that i and

√
5 belong to Q(i+

√
5). Well, Q(i+

√
5) contains

(i+
√

5)2 = 4 + 2i
√

5.

So it also contains

(i+
√

5)(4 + 2i
√

5) = 16i,

whence it contains i and
√

5.

Theorem 2.3.12 Let K/k be a field extension, and α ∈ K be an el-
ement algebraic over k. Then there exists a unique monic irreducible
polynomial p ∈ k[x] having α as a root. This polynomial can be charac-
terized as the monic polynomial of minimal possible degree having α as a
root. Finally, there is an isomorphism k(α) ∼= k[x]/(p) which is identity
on k.
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Proof Consider the ring homomorphism ϕ : k[x] → K, f(x) 7→ f(α).
As k[x] is a PID, we have kerϕ = (p) for some unique monic polynomial
p(x). Moreover, p is irreducible, as otherwise k[x]/(p) ⊆ K has zero
divisors. Moreover, p is the only monic irreducible polynomial of (p)
and the unique monic polynomial in (p) of minimal possible degree.
Now observe that the ideal (p) consists precisely of all the polynomials
in k[x] which have α as a root. For the last part of the theorem, note
that k(α) = imϕ.

Definition 2.3.13 The irreducible monic polynomial p ∈ k[x] intro-
duced in Theorem 2.3.12, is called the minimal polynomial of α over k
and denoted irr (α; k).

Remark 2.3.14 Theorem 2.3.12 shows that adjoining elements, as in
Definition 2.3.10, and adjoining roots of irreducible polynomials, as in
Remark 2.3.9, are closely related. The difference is that when adjoining
elements, we already have a larger field K given, and we construct k(α)
as a subfield ofK, while when we adjoin roots of irreducible polynomials,
we are building a larger field ourselves. However, once the new field
K = k[x]/(p) ⊇ k is constructed, we can write it in the form K = k(α)
where α = x + (p). At any rate the field we get is the same up to
isomorphism identical on k.

If ϕ : k → k′ is a field homomorphism and f(x) = a0+a1x+· · ·+anxn
is a polynomial in k[x], we write ϕ(f) for the polynomial ϕ(a0)+ϕ(a1)x+
· · ·+ ϕ(an)xn ∈ k′[x].

Theorem 2.3.15 Let K/k and K ′/k′ be field extensions, and ϕ : k → k′

be a field isomorphism. Let α ∈ K and α′ ∈ K ′ be elements alge-
braic over k and k′, respectively. Then there exists a field isomorphism
ϕ̂ : k(α) → k′(α′) extending ϕ and sending α to α′ if and only if
irr (α′; k′) = ϕ

(
irr (α; k)

)
.

Proof If ϕ̂ : k(α) → k′(α′) is an isomorphism extending ϕ and mapping
α to α′, then the monic polynomial ϕ(irr (α; k)) clearly annihilates α′.
To see that ϕ(irr (α; k)) is of minimal possible degree among polynomials
annihilating α′ use ϕ̂−1.

Conversely, by Theorem 2.3.12, we have k(α) ∼= k[x]/(irr (α; k)) and
k′(α′) ∼= k′[x]/(irr (α′; k′)), with α and α′ corresponding to the cosets
x+ (irr (α; k)) and x+ (irr (α′; k′)), respectively. Now use the universal
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property of polynomials to see that there is a ring isomorphism

k[x] → k′[x]/,

extending the map ϕ : k → k′ and mapping x to x. It induces an
isomorphism ϕ̂ of fields

k[x]/(irr (α; k)) → k′[x]/
(
ϕ(irr (α; k))

)
,

mapping x+ (irr (α; k)) to x+
(
ϕ(irr (α; k))

)
and extending ϕ.

Let K = k(α) be a simple extension. If α is algebraic, we saw in The-
orem 2.3.12 that K ∼= k[x]/(irr (α; k)). The following result investigates
the case where α is transcendental.

Theorem 2.3.16 Let K = k(α) with α transcendental over k, and k(x)
be the field of rational functions in x. Then there exists an isomorphism
k(x) →̃ k(α), which is identity on k and maps x to α.

Proof By the universal properties, there exists a homomorphism ϕ :
k(x) → k(α), which maps f(x)/g(x) to f(α)/g(α). It is non-zero, so
injective. It is surjective, as all elements of the form f(α)/g(α) (with
non-zero g) form a subfield of K containing k and α.

Combining Theorems 2.3.12 and 2.3.16 we get

Corollary 2.3.17 Let K/k be a field extension and α ∈ K. Then α is
algebraic over k if and only if [k(α) : k] is finite.

Theorem 2.3.18 Let F/K/k be field extensions. If F/K and K/k are
algebraic then F/k is algebraic.

Proof Let α ∈ F and irr (α;K) = xn + an−1x
n−1 + · · · + a0. Then

α is algebraic over k(a0, . . . , an−1). Now using Corollary 2.3.17 we see
that [k(α, a0, . . . , an−1) : k(a0, . . . , an−1)] < ∞ and [k(a0, . . . , an−1) :
k] < ∞. By the tower law [k(α, a0, . . . , an−1) : k] < ∞, whence α is
algebraic.

Example 2.3.19 There exist algebraic extensions which are not finite.
For example, let A be the set of all complex numbers which are algebraic
over Q. We claim that A is an algebraic extension of Q of infinite degree.

First of all we need to see that A is a field. Note by Corollary 2.3.17
that α ∈ C belongs to A if and only if [Q(α) : Q] < ∞. Let α, β ∈ A.
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Note that Q(α, β) = Q(α)(β), and β is algebraic over Q, hence over
Q(α). So [Q(α, β) : Q(α)] < ∞. Therefore [Q(α, β) : Q] = [Q(α, β) :
Q(α)][Q(α) : Q] < ∞. As Q(αβ−1),Q(α − β) ⊆ Q(α, β), these fields
also have finite degrees over Q, and so αβ−1, α − β ∈ A, which shows
that A is a field. By the way, the argument just given works in larger
generality—it shows that given a field extension K/k, the set L of all
elements of K which are algebraic over k form a subfield of K.

To show that [A : Q] = ∞, it suffices to prove that there exists an
irreducible polynomial in Q[x] of arbitrarily large degree. Now take

p+ px+ · · ·+ pxn−1 + xn

and use Eisenstein’s criterion.

Example 2.3.20 If the extension K/k is algebraic and k is countable
then K is also countable. This follows from the fact that there are only
countably many polynomials in k[x]. It follows that R/Q and C/Q are
not algebraic, and A ( C.

2.4 Ruler and compass

First we formalize the intuitive idea of a ruler and compass construction.
Given a set P0 of points in R2, consider operations of the following two
kinds:

(1) (Ruler) Through any two points of P0 draw a straight line.
(2) (Compass) Draw a circle whose center is a point in P0, and whose

radius is equal to the distance between some pair of points in P0.

Definition 2.4.1 The points of intersection of any two distinct lines or
circles, drawn using operations (1) or (2), are called constructible in one
step from P0. A point r ∈ R2 is constructible from P0 if there is a finite
sequence r1, . . . , rn = r such that for each i = 1, . . . , n, the point ri is
constructible in one step from the set P0 ∪ {r1, . . . , ri−1}.

Fields enter in the following natural way. Let K0 be the subfield of R
generated by the x- and y-coordinates of the points in P0. If r=(xi, yi)
then inductively define Ki = Ki−1(xi, yi).

The following observation is crucial.

Lemma 2.4.2 With the above notation, xi and yi are zeros in Ki of
quadratic polynomials over Ki−1.
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Proof Write F := Ki−1. There are three cases to consider: line meets
line, line meets circle, and circle meets circle. Let us consider the x-
coordinates, the y-coordinates being similar.

Case 1. Let (xi, yi) be the intersection point of the lines AB and CD
for points A,B,C,D in F 2. It is clear that (xi, yi) is a solution of a
linear system whose coefficients belong to F , so xi and yi also belong to
F . Now xi is of course a solution of the quadratic equation (x−xi)2 = 0.

Case 2. Let (xi, yi) be an intersection of the line through A =
(a1, a2), B = (b1, b2) ∈ F 2 and the circle with the center C = (c1, c2) ∈
F 2 of radius s. As s is the distance between the two points with coor-
dinates in F , we have s2 ∈ F . The equation of the line AB is

x− a1

b1 − a1
=

y − a2

b2 − a2
,

and the equation of the circle is

(x− c1)2 + (y − c2)2 = s2.

Solving these two equations, we obtain

(x− c1)2 +
(

(b2 − a2)(x− a1)
b1 − a1

+ a2 − c2

)2

= s2,

which is a quadratic equation for x.
Case 1. Let (xi, yi) be an intersection point of the circles with equa-

tions

(x− c1)2 + (y − c2)2 = s2, (x− d1)2 + (y − d2)2 = t2.

We will use greek letters to denote constants in F . From the first equa-
tion we have

(y − d2)2 = (y − c2 + (c2 − d2))2

= (y − c2)2 + α(y − c2) + β

= s2 − (x− c1)2 + α
√
s2 − (x− c1)2 + β

= −(x− c1)2 + α
√
δ − (x− c1)2 + γ.

Substitute this to the second equation to get

(x− d1)2 − (x− c1)2 + α
√
δ − (x− c1)2 + γ − t2 = 0,

which can be rewritten in the form

εx+ α
√
δ − (x− c1)2 + κ = 0,

and so we again get a quadratic equation on x.
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Theorem 2.4.3 If r = (x, y) is constructible from a subset P0 of R2,
and if K0 is the field generated by Q and the coordinates of the points
in P0, then the degrees [K0(x) : K0] and [K0(y) : K0] are powers of 2.

Proof We will use notation introduced earlier in this section. By
Lemma 2.4.2 we have [Ki−1(xi) : Ki−1], [Ki−1(yi) : Ki−1] ∈ {1, 2}.
By the Tower Law, [Ki−1(xi, yi) : Ki−1] ∈ {1, 2, 4}. By induction,
[Kn : K0] is a power of 2. As [K0(x) : K0] and [K0(y) : K0] are divisors
of [Kn : K0], they must also be powers of two.

Corollary 2.4.4 The cube twice the volume of a given cube cannot
constructed using rules-and-compass constructions.

Proof We may assume that P0 = {(0, 0), (1, 0)} so that K0 = Q. If we
could duplicate the cube then we could construct the point (0, α), where
α3 = 2. Therefore, by Theorem 2.4.3, [Q(α) : Q] would be a power of 2.
But t3 − 2 is irreducible over Q, so [Q(α) : Q] = 3.

Corollary 2.4.5 The angle π/3 cannot be trisected using ruler-and-
compass constructions.

Proof To construct the angle trisecting π/3 is equivalent to construct-
ing the point (cos(π/9), 0) given (0, 0) and (1, 0). From this we could
construct (2 cos(π/9), 0). Denote β = 2 cos(π/9). Now the formula
cos(3θ) = 4 cos3(θ)−3 cos(θ) with θ = π/9 implies that β3−3β−1 = 0.
So [Q(β) : Q] = 3, as the polynomial f(x) := x3−3x−1 = 0 is irreducible
by Example 2.2.4. It remains to apply Theorem 2.4.3.

In the following result we use the known fact that π is not algebraic
over Q.

Corollary 2.4.6 The circle cannot be squared using ruler-and-compass
constructions.

Proof Such a construction is equivalent to one of the point (0,
√
π)

from {(0, 0), (1, 0)}. So
√
π is algebraic, whence π is algebraic, giving a

contradiction.
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2.5 What is Galois theory?

We begin with a definition:

Definition 2.5.1 Let K/k be a field extension. An automorphism of K
is called k-automorphism if it fixes the subfield k element-wise.

It is clear that the set of all k-automorphisms forms a group.

Definition 2.5.2 The Galois group Gal(K/k) is the group of all k-
automorphisms of K.

Example 2.5.3 (i) Gal(C/R) ∼= C2 with the only non-trivial element
given by complex conjugation. Indeed, let σ be an R-automorphism of
C. Set j = σ(i). Then j2 = −1. Hence j = i or −i. It is easy to
see that in the first case σ = id, and in the second case σ is complex
conjugation. Finally, it is easy to check that complex conjugation is
indeed an R-automorphism of C.

(ii) Gal(Q( 3
√

2)/Q) = {1}. Indeed, any element σ of the Galois group
must clearly move 3

√
2 to a primitive third root of 1 in C. However, 3

√
2

is the only such root in Q( 3
√

2), so σ( 3
√

2) = 3
√

2. It follows that σ = id.

The main idea of Galois theory is that under certain natural as-
sumptions there is a one-to-one correspondence between subgroups of
Gal(K/k) and intermediate subfields of the extension K/k, i.e. subfields
L of K containing k. This correspondence has many nice properties and
is constructed as follows. To each intermediate subfield L we associate
the subgroup

L∗ := {σ ∈ Gal(K/k) | σ(a) = a for every a ∈ L} ≤ Gal(K/k).

Clearly, L∗ is nothing but Gal(K/L), and L ⊆ M implies L∗ ≥ M∗.
Conversely, to each subgroup H of Gal(K/k) one associates the subfield

H∗ := {a ∈ K | σ(a) = a for every σ ∈ H} ⊆ K.

It is easy to check that H∗ is an intermediate subfield of the extension
K/k, and that H ≤ E implies H∗ ⊇ E∗. Finally, the following inclusions
are also clear from definitions:

H ≤ (H∗)∗, L ⊆ (L∗)∗.

The extra conditions needed for Galois theory to work are separabil-
ity and normality. They will be studied in the next section. Already
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now you can see that something may go wrong if you look at Exam-
ple 2.5.3(ii).

2.6 Normality and separability

We start from the notion of a splitting field which is closely related to
the idea of normality.

Definition 2.6.1 Let K/k be a field extension and f ∈ k[x] be a poly-
nomial. We say that f splits over K if over K it can be written as a
product of linear factors:

f(x) = a(x− α1) . . . (c− αn) (a, α1, . . . , αn ∈ K).

Definition 2.6.2 Let k be a field and f ∈ k[x]. A field K ⊇ k is called
a splitting field for f over k if f splits over K and K = k(α1, . . . , αn)
where α1, . . . , αn are the roots of f in K.

Example 2.6.3 (i) The polynomial x3 − 1 ∈ Q[x] splits over C:

x3 − 1 = (x− 1)(x− e2πi/3)(x− e4πi/3).

(ii) The field Q(i,
√

5) is a splitting field for f(x) = (x2 + 1)(x2 − 5).
Note using the Tower Law that [Q(i,

√
5) : Q] = 4.

Example 2.6.4 Let p be a prime. The polynomial f(x) = xp−2 ∈ Q[x]
is irreducible by Eisenstein’s criterion. It has one real root p

√
2. We have

[Q( p
√

2) : Q] = p. Let ω be a primitive pth root of 1. It is easy to see that
{ωi p

√
2 | 0 ≤ i < p} are exactly all the roots of f . Thus, Q( p

√
2, ω) is a

splitting field for f . We want to find the degree [Q( p
√

2, ω) : Q]. By the
tower law, it is divisible by both p = [Q( p

√
2 : Q] and p− 1 = [Q(ω) : Q]

(see Example 2.2.5). So [Q( p
√

2, ω) : Q] ≥ p(p− 1). On the other hand,
[Q(ω)( p

√
2) : Q(ω)] ≤ p. This proves that [Q( p

√
2, ω) : Q] = p(p− 1).

Example 2.6.5 f(x) = x6 − 1 factorizes as

f(x) = (x− 1)(x2 + x+ 1)(x+ 1)(x2 − x+ 1).

If ω is a root of x2 + x+ 1 then

f(x) = (x− 1)(x− ω)(x− ω2)(x+ 1)(x+ ω)(x+ ω2).

It follows that Q(ω) is a splitting field for f and [Q(ω) : Q] = 2.
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Our next goal is to prove that for any polynomial splitting field exists
and is in some sense unique. The proof of existence is obtained by
successive adjoining of roots of irreducible polynomials in the sense of
Remark 2.3.9:

Theorem 2.6.6 If k is any field and f ∈ k[x] is any polynomial then
there exists a splitting field for f over k.

Proof We use induction on deg f . If deg f ≤ 1, there is nothing to prove
for f splits over k. Let deg f > 1. If f does not split over k, it has an
irreducible factor f1 of degree > 1. Adjoin a root of f1 to k to get a
field k(α1) ∼= k[x]/(f1), see Remark 2.3.14. Then in k(α1)[x] we have
f = (x − α1)g(x). By induction, there is a splitting field F for g over
k(α1). Now note that F is a splitting field for f over k.

We need the following lemma to prove uniqueness of splitting fields.

Lemma 2.6.7 Let ϕ : k → k′ be an isomorphism of fields, f ∈ k[x], and
let K ⊇ k be a splitting field for f over k. If K ′ ⊇ k′ is a field extension
of k′ such that ϕ(f) splits over K ′ then there exists a monomorphism
ϕ̂ : K → K ′, which extends ϕ.

Proof Induction on n := deg f . Over K we have

f(x) = a(x− α1) . . . (x− αn).

Set g := irr (α1; k). Then g is an irreducible factor of f . It follows that
ϕ(g) is an irreducible factor of ϕ(f). Moreover, ϕ(f) can be written over
K ′ as a product of linear factors: ϕ(f) = b(x−β1) . . . (x−βn). It follows
that ϕ(g) is a product of some (x − βi). Without loss of generality we
may assume that (x−β1) is a factor of ϕ(g). Then ϕ(g) = irr (β1; k′). By
Theorem 2.3.15, there is an isomorphism ϕ̃ : k(α1) → k′(β1), extending
ϕ. Now, K is a splitting field of the polynomial f(x)/(x−α1) ∈ k(α1)[x].
By induction, there exists a homomorphism ϕ̂ : K → K ′ extending ϕ̃.

Now we are ready to prove the desired uniqueness theorem for splitting
fields.

Theorem 2.6.8 Let ϕ : k → k′ be a field isomorphism. Let K be a split-
ting field for f ∈ k[x] over k and K ′ be a splitting field for ϕ(f) ∈ k′[x]
over k′. Then there exists an isomorphism ϕ̂ : K → K ′, extending ϕ.
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Proof By Lemma 2.6.7, there exists a monomorphism ϕ̂ : K → K ′,
extending ϕ. Moreover ϕ(K) ⊆ K ′ are both splitting fields for ϕ(f), so
ϕ(K) = K ′.

Example 2.6.9 The same field can be a splitting field for two different
polynomials. For example, Q(

√
3) ⊂ C is a splitting field for x2 − 3 and

x2 − 2x− 2 over Q.

We now arrive to the notion of normality.

Definition 2.6.10 An extensionK/k is normal if every irreducible poly-
nomial over k which has at least one zero in K splits over K.

Example 2.6.11 (i) C/R is normal as every polynomial in R[x] splits
over C (Fundamental Theorem of Algebra).

(ii) Q( 3
√

2)/Q is not normal, as it contains the root 3
√

2 of the irre-
ducible polynomial x3 − 2 ∈ Q[x], but does not contain the other two
roots of the same polynomial.

Compare Example 2.6.11 with Example 2.5.3. The ‘bad’ behavior
of the Galois group Gal(Q( 3

√
2)/Q) occurs because the extension is not

normal.
The following result explains the close connection between normal

extensions and splitting fields and provides us with a wide range of
normal extensions.

Theorem 2.6.12 An extension K/k is normal and finite if and only if
K is a splitting field for some polynomial over k.

Proof Suppose K/k is normal and finite. Write K = k(α1, . . . , αn) for
algebraic elements αi over k. Let fi = irr (αi; k), and f = f1 . . . fn. By
normality, f splits over K, so K is a splitting field for f .

Conversely, let K be a splitting field for g ∈ k[x]. The extension K/k
is then obviously finite. To show that it is normal, take an irreducible
polynomial f ∈ k[x] with a root in K. Let F ⊇ K be a splitting field
for f over K.

Suppose that α1 and α2 are two roots of f in F . We need to prove
that α1 ∈ K implies α2 ∈ K. This will follow if we can show that

[K(α1) : K] = [K(α2) : K]. (2.1)
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Indeed, if α1 ∈ K, then [K(α1) : K] = 1, so by (2.1), [K(α2) : K] = 1,
and hence α2 ∈ K.

For the proof of (2.1), consider several subfields of F whose inclusions
are illustrated by the following diagram:

•

•

�
�

�
•

@
@

@
•

�
�

�
•

@
@

@
•�

�
�
•

@
@

@

k

k(α2)k(α1)
K

K(α1) K(α2)

F

For i = 1, 2, we have

[K(αi) : K][K : k] = [K(αi) : k] = [K(αi) : k(αi)][k(αi) : k]. (2.2)

As irr (α1; k) = irr (α2; k) = f , there is an isomorphism ϕ : k(α1) →
k(α2). Moreover, K(αi) is a splitting for g over k(αi), so by Theo-
rem 2.6.8, ϕ extends to an isomorphism ϕ̂ : K(α1) → K(α2). In partic-
ular, [K(α1) : k] = [K(α2) : k]. Now (2.1) follows from (2.2).

Corollary 2.6.13 Let F/K/k be finite field extensions, K/k be normal,
and F/K be a splitting field over K of a polynomial f(x) ∈ K[x] all of
whose coefficients belong to k. Then F/k is normal.

Proof We just need to apply Theorem 2.6.12 twice. Indeed, as K/k
is normal it is a splitting field of a polynomial g ∈ k[x]. Now F is a
splitting field over k of the polynomial fg ∈ k[x].

Example 2.6.14 It is not true in general that being normal is transitive;
that is if F/K/k and F/K, K/k are normal, then F/k need not be
normal. For a counterexample consider Q( 4

√
2)/Q(

√
2)/Q.

Now we define the second important property needed for the Galois
theory to work well.

Definition 2.6.15 An irreducible polynomial f over a field k is called
separable over k if it has no multiple roots in a splitting field. Otherwise
f is called inseparable.
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An arbitrary polynomial over a field k is called separable over k if all
its irreducible factors are separable over k.

If K/k is a field extension, then an algebraic element α ∈ K is called
separable over k if its minimal polynomial over k is separable over k.

An algebraic extension K/k is called separable if every α ∈ K is
separable over k.

In view of the uniqueness of splitting fields, the notion just defined
does not depend on which splitting field is used.

Example 2.6.16 We give an example of an inseparable polynomial. Let
p be a prime, and k = Fp(u), the field of fractions of Fp[u], where u is an
indeterminate. Consider the polynomial f(x) := xp − u ∈ k[x]. Let K
be a splitting field of f over k, and α ∈ K be a root of f . Then αp = u,
hence (x − α)p = xp − αp = f(x), using the ‘freshman’s dream’. This
shows that all roots of f are equal.

We now prove that f is irreducible over k. Indeed, assume that f = gh,
where degrees of g and h are lower that the degree of f . By the previous
paragraph, we must have g(x) = (x − α)d for 0 < d < p. Hence the
constant coefficient αd ∈ k. As d is prime to p, we can write 1 = rd+sp,
and it follows that α ∈ k, i.e. α = a(u)/b(u) for some a, b ∈ Fp[u].
Therefore a(u)p/b(u)p = u or a(u)p = b(u)pu, which is impossible.

Let k be an arbitrary field and f(x) = a0 + a1x+ a2x
2 + · · ·+ anx

n ∈
k[x]. The formal derivative of f is the polynomial

f ′ := a1 + 2a2x+ · · ·+ nanx
n−1.

It is easy to see that the formal derivative has the following familiar
properties:

(f + g)′ = f ′ + g′, (fg)′ = f ′g + fg′.

Lemma 2.6.17 Let k be any field. A non-zero polynomial f ∈ k[x] has
a multiple root in a splitting field if and only if f and f ′ have a common
factor of degree ≥ 1 as polynomials over k.

Proof Suppose that f has multiple roots in a splitting field K, so that
over K we have f(x) = (x− α)2g(x). Then

f ′(x) = (x− α)(2g(x) + (x− α)g′(x)).

So f and f ′ have a common factor (x − α) over K. Now, the minimal
polynomial irr (α; k) must divide both f and f ′ over k.
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Conversely, suppose f has no repeated roots. We show by induction
on the degree of f that f and f ′ are coprime over K, hence also over
k. If deg f = 1 this is obvious. Otherwise f(x) = (x − α)g(x) where
(x− α)6 |g(x). Then

f ′(x) = (x− α)g′(x) + g(x). (2.3)

Now, (x−α) does not divide f ′. So, if h is a common factor of f and f ′,
h must divide g. By (2.3), h also divides g′. By inductive assumption,
g is a scalar.

Proposition 2.6.18 Let k be a field and f be an irreducible polynomial
over k. Then f is inseparable over k if and only if k has a positive
characteristic p and f(x) has the form a0 + a1x

p + · · ·+ alx
lp.

Proof Using irreducibility of f , Lemma 2.6.17 implies that f is insepa-
rable over k if and only f ′ = 0.

The following result shows that separability ‘carries over to interme-
diate fields’.

Lemma 2.6.19 Let K/L/k be field extensions with K/k being (alge-
braic) separable. Then L/k and K/L are (algebraic) separable.

Proof For L/k this is clear. Let α ∈ K. Then irr (α;L) | irr (α; k), and
the result follows.

The converse of this theorem is also true. We prove it later in a special
case of finite extensions, see Theorem 2.7.20 below.

The Fundamental theorem of Galois theory applies to finite extensions
which are normal and separable. It is convenient to give the following

Definition 2.6.20 We say that a field extension is Galois if it is finite
normal and separable.

2.7 The Fundamental Theorem

The following result is quite amazing.

Lemma 2.7.1 (Dedekind’s Lemma) If K and L are fields then every
set of distinct monomorphisms from K to L is linearly independent over
L.
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Proof Let n be the smallest number such that n distinct monomorphisms
λ1, . . . , λn : K → L are linarly dependent, i.e. there exist a1, . . . , an ∈ L,
all non-zero, such that

a1λ1(x) + · · ·+ anλn(x) = 0 (x ∈ K). (2.4)

As λ1 6= λn, there exists y ∈ K with λ1(y) 6= λn(y). Such y is clearly
non-zero. Now, equation (2.4) holds with yx in place of x, so

a1λ1(y)λ1(x) + · · ·+ anλn(y)λn(x) = 0 (x ∈ K). (2.5)

Multiply equation (2.4) by λ1(y) and subtract equation (2.5) to get
an equation of the form (2.4) with fewer terms. This contradicts the
minimality of n.

Corollary 2.7.2 Let K/k be a finite extension. Then Gal(K/k) is finite.

Proof Let d = [K : k]. Then the dimension of the vector space of k-linear
maps from K to itself is d2. So any n2 + 1 elements of Gal(K/k) are
k-lineary dependent, hence K-linearly dependent. But this contradicts
Dedekind’s Lemma.

Theorem 2.7.3 Let G be a finite subgroup of the group of automor-
phisms of a field K, and let k be the fixed field of G. Then [K : k] = |G|.

Proof Let n := |G|, and let 1 = σ1, σ2, . . . , σn are the elements of G.
Suppose first that [K : k] =: m < n, and let {α1, . . . , αm} be a basis

for K over k. The system

n∑
i=1

σi(αj)xi = 0 (1 ≤ j ≤ m) (2.6)

ofm linear equations with unknowns x1, . . . , xn has a non-trivial solution
(β1, . . . , βn). Let α be any element of K. Then α = a1α1 + · · ·+ amαm
with aj ∈ k. Using (2.6), we obtain

n∑
i=1

σi(α)βi =
n∑
i=1

σi(
m∑
j=1

ajαj)βi =
m∑
j=1

aj

n∑
i=1

σi(αj)βi = 0.

Hence distinct monomorphisms σ1, . . . , σn are linearly dependent, con-
trary to Dedekind’s Lemma. Therefore m ≥ n.

Next suppose that m > n. Then there exists a set of n + 1 elements
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{α1, . . . , αn+1} of K linearly independent over k. The system

n+1∑
i=1

σj(αi)xi = 0 (1 ≤ j ≤ n) (2.7)

of n linear equations with unknowns x1, . . . , xn+1 has non-trivial solu-
tions. Let (β1, . . . , βn+1) be a non-trivial solution with minimal possible
amount of non-zeros. By renumbering β’s and α’s, we may assume that
β1, . . . , βr 6= 0 and βr+1 = · · · = βn+1 = 0. Then (2.7) gives

r∑
i=1

σj(αi)βi = 0 (1 ≤ j ≤ n). (2.8)

Operating on (2.8) with σ ∈ G yields
r∑
i=1

σσj(αi)σ(βi) = 0 (1 ≤ j ≤ n).

As {σσj | 1 ≤ j ≤ n} = {σj | 1 ≤ j ≤ n}, this system is equivalent to
r∑
i=1

σj(αi)σ(βi) = 0 (1 ≤ j ≤ n). (2.9)

Multiply the equation (2.8) by σ(β1) and subtract the equation (2.9)
multiplied by β1 to get

r∑
i=2

σj(αi)(σ(β1)βi − σ(βi)β1) = 0 (1 ≤ j ≤ n).

This is a system of linear equation like (2.7) with r−1 terms. This gives
a contradiction with the choice of r unless all solutions σ(β1)βi−σ(βi)β1

are zero. If this happens then βiβ−1
1 = σ(βiβ−1

1 ) for all σ ∈ G, i.e. bi :=
βiβ

−1
1 ∈ k. Thus (2.8) with j = 1 is

∑r
i=1 αibiβ1 = 0 or

∑r
i=1 biαi = 0

As all bi are non-zero, this contradicts the linear independence of the
αi. Therefore m ≤ n.

Corollary 2.7.4 Let K/k be a finite extension and G = Gal(K/k). If
H < G is a subgroup then |H|[H∗ : k] = [K : k].

Proof By Theorem 2.7.3, |H|[H∗ : k] = [K : H∗][H∗ : k] = [K : k].

Definition 2.7.5 Let K/k and L/k be two field extensions. Then a
k-monomorphism of K into L is a field monomorphism K → L which is
identity on k.
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Example 2.7.6 Let k = Q, K = Q( 3
√

2), and L = C. Note that
any k-monomorphism ϕ of K into L must map 3

√
2 to a cubic root of 2.

Moreover, ϕ is uniquely determined by the choice of ϕ( 3
√

2). So there are
at most three different k-monomorphisms of K into L. In fact, there are
exactly three, as all cubic roots of 2 have the same minimal polynomial,
and so Theorem 2.3.15 applies.

In general if L/K/k are field extensions then any k-automorphism of
L restricts to a k-monomorphism from K to L. We are interested in
when the process can be reversed.

Theorem 2.7.7 Let N/K/k be field extensions, and suppose that N/k
is finite and normal. Then any k-monomorphism τ of K into N can be
extended to a k-automorphism of N .

Proof By Theorem 2.6.12, N is a splitting field over k of some polynomial
f over k. Hence N is a splitting field of f over both K and τ(K), and
τ(f) = f . It remains to apply Theorem 2.6.8.

Proposition 2.7.8 Let N/k be a finite normal extension, and α, β ∈ N
be roots of the same irreducible polynomial over k. Then there exists
σ ∈ Gal(N/k) such that σ(α) = β.

Proof Follows from Theorems 2.3.15 and 2.7.7.

Definition 2.7.9 Let K/k be an algebraic extension. A normal closure
of K/k is an extension N/K such that (1) N/k is normal, and (2) if
N/L/K is an intermediate extension with L/k normal then L = N .

Informally speaking, the normal closure is obtained by adjoining all
the ‘missing’ roots.

Theorem 2.7.10 If K/k is a finite extension then there exists a normal
closure N of K/k with N/k finite. If M is another normal closure of
K/k then the extensions N/k and M/k are isomorphic.

Proof Let α1, . . . , αd be a basis of K over k and let fi = irr (αi; k) for
every i. Let N be a splitting field for f = f1f2 . . . fd. Then N/k is
normal and finite by Theorem 2.6.12. Suppose that N/L/K and L/k is
normal. Each polynomial fi has a root αi ∈ L. So by normality f splits
in L. Since N is a splitting field for f , we have N = L.
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Now suppose N and M are both normal closures. The above polyno-
mial splits in both M and N , so each M and N contains a splitting field
for f over k. These splitting fields contain K and are normal over k, so
must equal to M and N respectively. The uniqueness of splitting fields
now says that M/k and N/k are isomorphic.

Example 2.7.11 The extension Q( 3
√

2)/Q is not normal. Consider the
field N := Q( 3

√
2, ω 3

√
2, ω 3

√
2) where ω = e2πi/3. Then N is a normal

closure of Q( 3
√

2)/Q. Indeed, N is normal, because it is a splitting field
for the polynomial x3 − 2, and clearly no intermediate field extension is
normal.

Lemma 2.7.12 Suppose that F/N/K/k are field extensions, with K/k
finite and N a normal closure of K/k. Let τ be any k-monomorphism
from K into F . Then τ(K) ⊆ N .

Proof Let α ∈ K. Applying τ to irr (α; k)(α) = 0, we see that τ(α) is a
root of irr (α; k). So τ(α) lies in N .

Theorem 2.7.13 For a finite extension K/k the following are equiva-
lent:

(i) K/k is normal;

(ii) there exists a normal extension N of k containing K such that
every k-monomorphism τ from K into N is a k-automorphism
of K.

(iii) for every extension F of k containing K every k-monomorphism
τ from K into F is a k-automorphism of K.

Proof (i) ⇒ (iii) If K/k is normal then K is a normal closure of K/k so
by Lemma 2.7.12 we have τ(K) ⊆ K, whence τ(K) = K by considering
dimensions.

(iii) ⇒ (ii) Take N to be a normal closure of K/k.

(ii) ⇒ (i) Let f ∈ k[x] be an irreducible polynomial with a root in
K. Then f splits over N by normality, and if β is any root of f in N

there exists σ ∈ Gal(N/k) such that σ(α) = β, see Proposition 2.7.8.
By hypothesis, σ|K ∈ Gal(K/k), so β = σ(α) ∈ K, and hence f splits
over K. Therefore K is normal.
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Theorem 2.7.14 Let K/k be a finite separable extension of degree d.
Then there are precisely d distinct k-monomorphisms of K into a normal
closure N and hence into any given normal extension M containing K.

Proof Induction on d, the case d = 1 being clear. Let d > 1. Let
α ∈ K \ k and f := irr (α; k). If r := deg f then [k(α) : k] = r. Now
f is a separable irreducible polynomial in the normal extension N , so f
splits in N and its roots α = α1, α2, . . . , αr are distinct.

Let s := [K : k(α)] = d/r. By induction, there are precisely s distinct
k(α)-monomorphisms ρ1, . . . , ρs : K → N . By Proposition 2.7.8, there
are r distinct k-automorphisms τ1, . . . , τr of N , such that τ(α) = αi.
The maps ϕij = τiρj give rs distinct k-monomorphisms K → N .

Now let ϕ : K → N be a k-monomorphism. Then ϕ(α) is a root of
f in N , so that ϕ(α) = αi for some i. The map ψ = τ−1

i ϕ is a k(α)-
monomorphism K → N , so by induction ψ = ρj for some j. Hence
ϕ = ϕij .

Corollary 2.7.15 If K/k is a separable normal extension of degree
d <∞ then |Gal(K/k)| = d.

Proof Use Theorem 2.7.14 and 2.7.13.

Theorem 2.7.16 If K/k is a Galois extension with Galois group G then
k is the fixed field of G.

Proof LetK0 be the fixed field ofG and [K : k] = d. By Corollary 2.7.15,
|G| = d. By Theorem 2.7.3, [K : K0] = d. It remains to notice that
k ⊆ K0.

Theorem 2.7.17 Let K/L/k be field extensions with [K : k] < ∞ and
[L : k] = n. Then there are at most n k-monomorphisms of L into
K. Moreover, if L/k is not separable there are strictly less than n k-
monomorphisms of L into K.

Proof Let N be a normal closure of K/k. Then N/k is finite and ev-
ery k-monomorphism of L into K is also a k-monomorphism of L into
N . We now argue by induction on [L : k] as in the proof of Theo-
rem 2.7.14, except that we can now only deduce that there are s′ k(α)-
monomorphisms L → N , where s′ ≤ s (by induction) and there are r′
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distinct k-automorphisms of N where r′ ≤ r (since the roots of f in N

need not be distinct). The rest of the argument goes through.

Finally, if L/k is not separable then r′ < r, and the second claim of
the theorem follows.

The following result is converse to Theorem 2.7.16. It shows that
we have to consider normal and separable extensions if we want Galois
theory to ‘work well’.

Theorem 2.7.18 If K/k is a finite extension with Galois group G such
that k is the fixed field of G then K/k is Galois.

Proof By Theorem 2.7.3, [K : k] = |G| = n, say. There are exactly n

distinct k-monomorphisms K → K, namely the elements of the Galois
group. By Theorem 2.7.17, K/k is separable.

Let N be a normal extension of K containing k. By Theorem 2.7.17,
there are at most n k-monomorphisms from K to N , and so they are
just the k-automorphisms of K (followed by the embedding of K into
N). By Theorem 2.7.13, K/k is normal.

The results obtained above can be obtained to deduce some useful
facts about separable extensions.

Lemma 2.7.19 Suppose we have a chain k = k0 ⊆ k1 ⊆ . . . of field
extensions where ki = ki−1(αi) for αi ∈ ki that is algebraic over ki−1

and whose minimal polynomial over ki−1 is separable. Then ki/k is
separable for all i.

Proof Proceed by induction on i, the case i = 0 being trivial. Consider
ki/k assuming inductively that ki−1/k is separable. Let fj = irr (αj ; k),
j = 1, 2, . . . , and f = irr (αi; ki−1). Let K ⊇ ki be a splitting field
for f1 . . . fi over k. By inductive hypothesis and Theorem 2.7.14, there
are exactly [ki−1 : k] k-monomorphisms ki−1 → K. Take any of these,
τ , say. Note that f | fi and fi splits in K, so f and τ(f) split in
K. By separability of f we know that the number of roots of τ(f)
equals deg f = [ki : ki−1]. So by Theorem 2.3.15 there are [ki : ki−1]
extensions of τ to a monomorphism ki → K. Hence in total there are
[ki : k] = [ki : ki−1][ki−1 : k] k-monomorphisms ki → k. This implies by
Theorem 2.7.17 that ki/k is separable.
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Theorem 2.7.20 (Transitivity of Separable Extensions) If F/K
and K/k are finite separable field extensions then so is F/k.

Proof Write F = K(α1, . . . , αn) and K = k(αn+1, . . . , αm). Set ki =
k(α1, . . . , αi). Then each irr (αi; ki−1) is separable. Indeed, for i ≤ n we
use the fact that irr (αi; ki−1) | irr (αi; k) and for i > n we use the fact
that irr (αi; ki−1) | irr (αi;K). Now we can apply Lemma 2.7.19.

We are now in a position to establish the fundamental properties of
the Galois correspondence. Let K/k be a field extension with Galois
group G. Let F be the set of intermediate fields F in K/k, and G be
the set of all subgroups H ≤ G. In §2.5 we have defined two maps

∗ : F → G, F 7→ F ∗, ∗ : G → F , H 7→ H∗. (2.10)

Theorem 2.7.21 (Fundamental Theorem of Galois Theory) Let
K/k be a Galois extension of degree n with Galois group G. Then

(i) |G| = n;
(ii) The maps (2.10) are mutual inverses; they set up an order-

reversing one-to-one correspondence between F and G.
(iii) If F ∈ F then [K : F ] = |F ∗| and [F : k] = [G : F ∗].
(iv) F ∈ F is a normal extension of k if and only if F ∗ / G.
(v) If F ∈ F is a normal extension of k then Gal(F/k) ∼= G/F ∗.

Proof (i) is proved in Corollary 2.7.15.
(ii) Let F ∈ F . By Lemma 2.6.19, the extension K/F is separable

and from Theorem 2.6.12 it is normal. Therefore by Theorem 2.7.16, F
is the fixed field of F ∗, i.e.

(F ∗)∗ = F. (2.11)

Now, let H ≤ G. It is clear that H ≤ (H∗)∗. Moreover ((H∗)∗)∗ = H∗

by (2.11). So applying Theorem 2.7.3 twice we have

|H| = [K : H∗] = [K : ((H∗)∗)∗] = |(H∗)∗|,

hence H = (H∗)∗.
(iii) We have proved above that K/F is Galois. By Corollary 2.7.15,

[K : F ] = |F ∗|, and the other equality follows immediately.
(iv) First observe that for any σ ∈ G and F ∈ F we have

σ(F )∗ = σ(F ∗)σ−1. (2.12)

Now, if F/k is normal then σ(F ) = F for any σ ∈ G thanks to
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Theorem 2.7.13. So F ∗ is normal by (2.12). Conversely, suppose F ∗ /G.
Let τ be a monomorphism F → K. By Theorem 2.7.7, there is σ ∈ G

such that σ|F = τ . By (2.12), σ(F ∗)σ−1 = F ∗ implies σ(F )∗ = F ∗. By
(ii), σ(F ) = F , hence τ(F ) = F . Now, F/k is normal by Theorem 2.7.13.

(v) We define a group homomorphism

ϕ : G→ Gal(F/k), σ 7→ σ|F ,

using Theorem 2.7.13. By Theorem 2.7.7, ϕ is surjective, and its kernel
is obviously F ∗.

2.8 Galois group of a polynomial

Definition 2.8.1 Let f ∈ k[x] be a polynomial and K/k be its splitting
field. The Galois group Gal(f ; k) of f over k is defined to be Gal(K/k).

By ‘uniqueness’ of splitting fields, Gal(f ; k) is well defined up to iso-
morphism. Note also that Gal(f ; k) is naturally a permutation group on
the set of the roots of f in the splitting field K. Indeed, it is clear that el-
ements of Gal(f ; k) permute the roots and that an element σ ∈ Gal(f ; k)
gives a trivial permutation if and only if σ = 1. In fact, if f is irreducible
then Gal(f ; k) is a transitive permutation group, as follows from Theo-
rems 2.3.15 and 2.7.7.

In general it is difficult to calculate explicitly Galois groups of polyno-
mials and field extensions. Here is a ‘baby’ example of such calculation.

Example 2.8.2 Let f(x) = x4 − 2 ∈ Q[x]. Choose a splitting field K

of f so that K ⊆ C. Let G = Gal(K/Q). Denote α = 4
√

2. Then over C

f(x) = (x− α)(x+ α)(x− iα)(x+ iα).

So K = Q(α, i). As characteristic is 0, K is separable, and K is normal
because it is a splitting field. Finally, K/Q is finite. So Galois theory
applies.

First we determine [K : Q]. We have [K : Q] = [K : Q(α)][Q(α) : Q].
As f is irreducible be Eisenstein’s criterion, [Q(α) : Q] = 4. Moreover,
[K : Q(α)] > 1 and i satisfies the equation x2 + 1 = 0 of degree 2, so
[K : Q(α)] = 2. Thus, [K : Q] = 8.

We claim that there are σ, τ ∈ G such that

σ(i) = i, σ(α) = iα, τ(i) = −i, τ(α) = α.

For example, let us show that there exists σ. By Theorem 2.3.15,
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there exists a Q-isomorphism σ̄ : Q(α) → Q(iα) with σ̄(α) = iα. As
irr (Q(α); i) = irr (Q(iα); i), the same theorem now implies that there
exists an automorphism σ of K extending σ̄ and mapping i to i.

By looking at the images of the elements α and i we see that

{σiτ j | 0 ≤ i ≤ 3, 0 ≤ j ≤ 1}

are distinct elements of G. It follows that G ∼= D8. The subgroup
structure of D8 is represented by the following picture:
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Here the subgroups of order 2 are

D = 〈σ2τ〉, B = 〈τ〉, A = 〈σ2〉, C = 〈στ〉, E = 〈σ3τ〉,

and subgroups of order 4 are

T = 〈σ2, τ〉, S = 〈σ〉, U = 〈σ2, στ〉

Under the Galois correspondence we obtain the intermediate fields
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K = {1}∗

Q = G∗

D∗ B∗ A∗ C∗ E∗

T ∗ S∗ U∗

We now describe these intermediate fields explicitly. It is clear that

S∗ = Q(i), T ∗ = Q(
√

2), U∗ = Q(i
√

2).
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Indeed, the fields have degree 2 over 2, and are clearly fixed by the
corresponding subgroups.

Now let us find C∗. Any element of K can be uniquely expressed in
the form

x = a0 + a1α+ a2α
2 + a3α

3 + a4i+ a5iα+ a6iα
2 + a7iα

3 (aj ∈ Q).

Then

στ(x) = a0 + a1iα− a2α
2 − a3iα

3 − a4i+ a5α+ a6iα
2 − a7α

3

= a0 + a5α− a2α
2 − a7α

3 − a4i+ a1iα+ a6iα
2 − a3iα

3.

Therefore x is fixed by στ if and only if a2 = a0 = 0, a1 = a5, and
a3 = −a7, i.e.

στ(x) = a0 + a1(1 + i)α+ a6iα
2 + a3(1− i)α3

= a0 + a1

(
(1 + i)α

)
+
a6

2
(
(1 + i)α

)2 − a3

2
(
(1 + i)α

)3
,

which means that C∗ = Q((1 + i)α).
Similarly we get

A∗ = Q(i,
√

2), B∗ = Q(α), D∗ = Q(iα), E∗ = Q((1− i)α).

The normal subgroups of G are G, S, T, U, A, {1}. The correspond-
ing fields are normal by the Fundamental Theorem. It is easy to see it
directly, as the corresponding fields are splitting fields for the polynomi-
als x, x2 + 1, x2 − 2, x2 + 2, x4 − x2 − 2, x4 − 2, respectively. On the
other hand, for example B∗ is not normal, as α is a root of x4−2 in B∗,
but does not split in B∗.

As another illustration, note that G/A ∼= C2 × C2. By the Funda-
mental Theorem we must have Gal(A∗/Q) = C2 × C2. This is indeed
the case, as A∗ = Q(i,

√
2), and the four automorphisms send (i,

√
2) to

(±i,±
√

2).

Remark 2.8.3 The inverse Galois problem asks for existence and an
explicit construction of the extension K/Q whose Galois group is a
given group G. For example, how to construct the extension K/Q with
Gal(K/Q) ∼= GLn(Fq) (or does it even exist)? The positive solution of
the inverse Galois problem for solvable groups was obtained by Shafare-
vich (1954). If you want to learn about this difficult area of mathematics,
we recommend [MM] or [Vo]
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2.9 Discriminant

Suppose that f is a separable irreducible monic cubic polynomial in k[x].
Then Gal(f) is transitive on the three roots of f , so it must be either
A3 or S3. How can we determine which it is? This is a special case of a
more general problem.

Let f be an arbitrary polynomial over a field k, and α1, . . . , αn be
roots of f in a splitting field K for f (repeated according to multiplicity).
Define the disriminant of f to be

∆ =
∏

1≤i<j≤n

(αi − αj)2.

A priori, ∆ is the element of K. However, it turns out that ∆ ∈ k.
Indeed, if f has multiple roots then ∆ = 0. Otherwise f is separable,
and the result follows from Galois theory since ∆ is clearly Gal(K/k)-
invariant.

Theorem 2.9.1 Let k be a field of characteristic 6= 2, f ∈ k[x] be a
polynomial without multiple roots, K be a splitting field for f over k, and
∆ be the discriminant of f . Consider the Galois group G = Gal(K/k)
as a permutation group on n roots of f . Then G ≤ An if and only if ∆
has a square root in k. Moreover, if ∆ has no square root in k, it has a
square root δ in K, and k(δ) is the fixed field of G ∩An.

Proof Let α1, . . . , αn ∈ K be the roots of f . Set

δ =
∏

1≤i<j≤n

(αi − αj) ∈ K. (2.13)

It is clear that δ is a square root of ∆ in K, and ∆ has a square root
in k if and only if δ ∈ k. By Galois theory, δ ∈ k if and only if δ is G-
invariant, which in turn is equivalent to G ≤ An. Finally, if δ 6∈ k then
it is of course fixed by G∩An, which has index 2 in G. As [k(δ) : k] = 2,
we must have k(δ) = (G ∩An)∗ by Galois theory.

The following trick is useful for calculating discriminants.

Lemma 2.9.2 Let α1, . . . , αn be roots of a polynomial f . Set pj =
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i=1 α

j
i for j ≥ 1. Then

∆ =

∣∣∣∣∣∣∣∣∣∣∣

n p1 . . . pn−1

p1 p2 . . . pn
p2 p3 . . . pn+1

...
pn−1 pn . . . p2n−2

∣∣∣∣∣∣∣∣∣∣∣
.

Proof Note that δ defined in (2.13) is nothing but the Vandermonde
determinant: δ = detA, where

A =


1 1 . . . 1
α1 α2 . . . αn

...
αn−1

1 αn−1
2 . . . αn−1

n

 .

Now it remains to note that ∆ = δ2 = detAAt.

This result is useful because the quantities pj can be expressed in
terms of the coefficients of f , and so we can calculate ∆. This will be
explained in general in §2.15. Right now we will only consider some
examples.

Example 2.9.3 (i) Let f(x) = x2 + a1x + a0 be a monic polynomial
of degree 2. Then in terms of the roots α1, α2, we have a0 = α1α2 and
a1 = −α1 − α2. So p1 = −a1 and p2 = a2

1 − 2a0. By Lemma 2.9.2,

∆ = a2
1 − 4a0.

(ii) Let f(x) = x3 + a2x
2 + a1x+ a0 be a monic polynomial of degree

3. A tedious exercise using Lemma 2.9.2 gives

∆ = −4a0a
3
2 + a2

1a
2
2 + 18a0a1a2 − 4a3

1 − 27a2
0. (2.14)

Example 2.9.4 (i) The polynomial x3 − 3x + 1 ∈ Q[x] is irreducible
by Example 2.2.8. Its discriminant equals 81, which is a square in Q, so
the Galois group is A3.

(ii) Consider the polynomial x3 +3x2−x−1 ∈ Q[x]. Consider g(x) =
f(x−1) = x3−4x+2. It is irreducible by Eisenstein and the discriminant
is 148, which is not a square in Q. So the Galois group is S3.
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Solving Qubic Equations

Assume that g(y) = y3 + a2y
2 + a1y + a0 is an irreducible monic poly-

nomial of degree 3. Assume for simplicity that the characteristic of the
ground field k is not 2 or 3, so that f is separable. We can simplify the
expression for f by setting x = y + a2/3. Then

g(y) = f(x) = x3 + px+ q.

Let K/k be a splitting field for f over k. By (2.14), f has discriminant

∆ = −4p3 − 27q2.

Let δ ∈ K be a square root of ∆.
Let us try to solve f by radicals. For this it is convenient to work in

a splitting field L ⊇ K for the plolynomial x3 − 1 over K. The field L

contains a cube root ω 6= 1 of 1, and actually L = K(ω). In L we set

β := α1 + ωα2 + ω2α3, γ := α1 + ω2α2 + ωα3.

Then

βγ = α2
1 + α2

2 + α2
3 + (ω + ω2)(α1α2 + α1α3 + α2α3)

= (α1 + α2 + α3)2 − 3(α1α2 + α1α3 + α2α3)

= −3p.

Then β3γ3 = −27p3. Moreover,

β3 + γ3 = (α1 + ωα2 + ω2α3)3 + (α1 + ω2α2 + ωα3)3

+(α1 + α2 + α3)3

= 3(α3
1 + α3

2 + α3
3) + 18α1α2α3

= −27q,

using that α1 + α2 + α3 = 0, which in turn implies that α3
1 + α3

2 + α3
3 =

3α1α2α3. Thus,

(x− β3)(x− γ3) = x2 + 27qx− 27p3.

The discriminant of this quadratic equation is

(27q)2 + 4 · 27p3 = −27∆.

So

{β3, γ3} = −27
2
q ± 3

2

√
−3∆ = −27

2
q ± 3

2
(2ω + 1)δ.
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Now, we can obtain β by adjoining a cube root of say 27
2 q + 3

2 (2ω + 1)δ
to L, and then γ = −3p/β. Finally,

α1 = (β + γ)/3, α2 = (ω2β + ωγ)/3, α3 = (ωβ + ω2γ)/3.

Solving Quartic Equations

Suppose that g(y) = y4 + a3y
3 + a2y

2 + a1y + a0 be an irreducible
monic quartic in k[x]. We continue to suppose that char k 6= 2, 3. The
substitution x = y + a3/4 reduces g to the form

f(x) = x4 + px2 + qx+ r.

Let K/k be a splitting field for f over k, and let α1, α2, α3, α4 be the
roots of f in K. Let G = Gal(K/k) considered as a subgroup of S4

permuting the roots. If V4/S4 is the Klein 4-group then H := V4∩G/G.
Let M = H∗. By the Fundamental Theorem, Gal(K/M) = H and
Gal(M/k) ∼= G/H. Now, in view of Example 1.5.20, H ∼= C2 or H ∼=
V4
∼= C2 × C2. We first determine the intermediate field M . Let

β := α1 + α2, γ := α1 + α3, δ := α1 + α4.

Then

β2 = −(α1 + α2)(α3 + α4),

γ2 = −(α1 + α3)(α2 + α4),

δ2 = −(α1 + α4)(α2 + α3).

Consequently β2, γ2, δ2 ∈M . So k(β2, γ2, δ2) ⊆M . On the other hand,
it is easy to check that if σ ∈ S4 fixes β2, γ2, δ2 then σ ∈ V4. Hence

Gal(K/k(β2, γ2, δ2)) ≤ H = Gal(K/M),

and so k(β2, γ2, δ2) ⊇M . Thus k(β2, γ2, δ2) = M . Tedious calculations
show that

β2 + γ2 + δ2 = −2p,

β2γ2 + β2δ2 + γ2δ2 = p2 − 4r

βγδ = −q.

Thus k(β2, γ2, δ2) is a splitting field for

x3 + 2px2 + (p2 − 4r)x− q2.

This cubic is called the cubic resolvent for f . By the previous results on
the cubics we can construct β2, γ2, δ2 by adjoining square roots and cube
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roots. We can then construct β, γ, δ by adjoining square roots (choosing
those so that βγδ = −q). Then

α1 = (β + γ + δ)/2,

α2 = (β − γ − δ)/2,

α3 = (−β + γ − δ)/2,

α4 = (−β − γ + δ)/2.

Notice now that K = k(β, γ, δ).
Which are possible Galois groups of an irreducible quartic

f = x4 + px2 + qx+ r ∈ k[x]?

Let K be a splitting field for f over k. The answer is given by the
following table, where

g = x3 + 2px2 + (p2 − 4r)x− q2

is the cubic resolvent for f , and M is a splitting field for g in K.

Discriminant g f Gal(f ; k)

No square root
in k

Irreducible
over k

S4

Has square root
in k

Irreducible
over k

A4

Has square root
in k

Factorizes
in k[x]

V4

No square root
in k

Factorizes
in k[x]

Factorizes
in M [x]

C4

No square root
in k

Factorizes
in k[x]

Irreducible
over M

D8

Indeed, if g is irreducible over k, G/H is A3 or S3 depending on
whether G is contained in A4 or not. This explains the first two lines.
Now, let g factorize in k[x]. If the disciminant has a square root in
k the Galois group must be V4, as this is the only remaining group
contained in A4. Otherwise we have to distinguish between C4 and D8.
Note that if f is irreducible over M then [K : M ] = 4. So in this
case we have |H| = 4, and so G must be D8. Conversely, if G = D8,
then Gal(K/M) = H = V4 is transitive, so the polynomial f must be
irreducible over M , see Problem (2.17.13).
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Note that in the five cases above the Galois group of g over k is S3,
C3, {1}, C2, and C2, respectively. So everything is uniquely determined
in terms of the cubic resolvent except for one ambiguity.

Example 2.9.5 The polynomials in Q[x]

(i) x4 + 4x+ 2;
(ii) x4 + 8x+ 12;
(iii) x4 + 1;
(iv) x4 + x3 + x2 + x+ 1;
(v) x4 − 2

provide examples of the cases described in the tables above.

2.10 Finite fields

In this section we give a complete classification of finite fields. It turns
out that a finite field is determined up to isomorphism by its order, that
the order is a prime power and that all prime powers occur.

Lemma 2.10.1 Let k be a field of characteristic p > 0. Then the map

Fr : k → k, a 7→ ap

is a field monomorphism. If k is finite, Fr is an automorphism.

Proof Follows from the Freshman’s Dream.

Definition 2.10.2 The map Fr defined in the previous lemma is called
the Frobenius morphism.

Theorem 2.10.3 Let p be a prime and q = pn for some n ∈ Z>0. A
field F has q elements if and only if it is a splitting field for f(x) = xq−x
over the prime subfield F0

∼= Fp.

Proof Suppose that |F | = q. Then F× ∼= Cq−1, see Lemma 1.2.5. It
follows that all elements of F are roots of f . Therefore f splits in F ,
and its roots generate F over F0.

Conversely, let K be a splitting field for f over Fp. As f ′ = −1 is
prime to f , f has exactly q roots. Using Lemma 2.10.1 one easily checks
that this set of roots is a subfield ofK, hence the set equalsK. Therefore
|K| = q.
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As splitting fields are unique up to isomorphism, we deduce using
Lemma 2.3.4:

Theorem 2.10.4 A finite field must have q = pn elements where p is a
prime number and n is a positive integer. For each such q there exists
precisely one field with q elements up to isomorphism. This field can be
constructed as a splitting field for xp − x over Fp.

Let Fp be the prime subfield of Fq. It is clear that Fq/Fp is normal.
It follows from Corollary 2.10.5 below that it is also separable.

Corollary 2.10.5 All polynomials in Fq[x] are separable.

Proof As Frobenius morphism on Fq is an automorphism, every element
of Fq is a pth power. Let f ∈ Fq[x] be irreducible. By Proposition 2.6.18,
f is not separable only if f(x) = g(xp) = a0 +a1x

p+ · · ·+an−1x
(n−1)p+

xnp. Now every ai is a pth power, i.e. ai = bpi for some bi ∈ k. So
f(x) = (b0 + b1x+ · · ·+ xn)p, a contradiction.

Corollary 2.10.6 Any extension of finite fields is Galois.

Proof Separability follows from Corollary 2.10.5 and normality from
Theorem 2.10.4.

Example 2.10.7 We have seen that we can construct fields of all prime
power orders pn by constructing splitting fields for xp

n −x over Fp. The
polynomial xp

n −x is of course not irreducible. In certain circumstances
we obtain more information by considering splitting fields of irreducible
polynomials. Let us illustrate this by considering fields of order pp.

Consider the polynomial g(x) := xp − x − 1 ∈ Fp[x]. Note that
g(a) = −1 for every a ∈ Fp. In particular g has no roots in Fp. Let K
be a splitting field for g over Fp, and α be a root of g in K. It is easily
checked using ‘Freshman’s Dream’ that α+ a is also a root of g for any
a ∈ Fp. So the roots of g are precisely {α+ a | a ∈ Fp}.

Next we show that g is irreducible over Fp. Suppose that g = g1g2,
where g1, g2 are monic with 1 ≤ d := deg g1 < p. Let

A = {a ∈ Fp | α+ a is a root of g1}.

Then the coefficient of xd−1 in g1 is −
∑
a∈A(α+ a) = −dα+ b for some

b ∈ Fp. It follows that α ∈ Fp, giving a contradiction.
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This means that [K : Fp] = p, and so |K| = pp. So we can think
of the field Fpp as the field obtained from Fp by adjoining a root of
the irreducible polynomial xp − x − 1, which is of course much more
convenient than splitting field for xp

p − x. Note by the way that as a
by-product we obtain that xp − x− 1 divides xp

p − x. Finally note that
a similar argument applies to any polynomial xp− x− a with a ∈ F×p in
place of xp−x−1. This easily implies that xp

p −x =
∏
a∈Fp

(xp−x−a).

Theorem 2.10.8 Let q = pn for a prime p. Then

Gal(Fq/Fp) = {id = Fr0,Fr,Fr2, . . . ,Frn−1} ∼= Cn.

Proof In view of Corollary 2.10.6, we can apply the Fundamental Theo-
rem of Galois Theory. It tells us that the Galois group has order n. By
Lemma 2.10.1, powers of the Frobenius morphism are elements of the
Galois group. It just remains to show that the first n powers are distinct
automorphisms of Fq. To see that, apply these powers to a generator of
the cyclic group F× ∼= Cq−1 (cf. Lemma 1.2.5).

Now the Fundamental Theory of Galois Theory and the subgroup
structure of cyclic groups described in Lemma 1.2.1 imply

Corollary 2.10.9 Let p be a prime. Then the field Fpn contains exactly
one subfield isomorphic to Fpd for each d|n, and there are no other
subfields in Fpn . Moreover,

Gal(Fpn/Fpd) = {id = Fr0,Frd,Fr2d, . . . ,Fr(n/d−1)d} ∼= Cn/d.

Corollary 2.10.10 Let q be a prime power and m,n ≥ 1 be integer.
Then m | n if and only if qm − 1 divides qn − 1.

Proof If m divides n then we clearly have that the polynomial xm − 1
divides the polynomial xn−1. Conversely, if qm−1 divides qn−1, then
the cyclic group Cpn−1

∼= F×qn contains a subgroup H of order qm − 1.
Now, each of the qm elements of H ∪ {0} is a solution of xq

m − x = 0.
So this polynomial splits over Fqn . The corresponding splitting field is
isomorphic to Fqm and is contained in Fqn , whence m | n.

2.11 Cyclotomic Polynomials

In this section we consider splitting fields and Galois groups of polyno-
mials of the form xm − 1 over a field k. We comment right away on a
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technical point. Assume that char k = p|m. Write m = prq where p 6 |q.
Then in k[x] we have xm−1 = (xq−1)p

r

. Thus a splitting field for xq−1
is a splitting field for xm − 1. For this reason in this section we assume
that char k does not divide m. In this case (xm− 1)′ = mxm−1 6= 0, and
so xm − 1 has m distinct roots in a splitting field.

Suppose that K/k is a splitting field for xm−1 over k. As xm−1 has
m distinct roots, the extension K/k is Galois. The set of roots R ⊂ K

clearly forms a groop under multiplication, and so R is a cyclic group of
order m, see Lemma 1.2.5. An element ε ∈ R is called a primitive mth
root of 1 if it generates R. For example in C only i and −i are primitive
4th roots of 1. Note that if ε is a primitive mth root of 1 then K = k(ε).

We now define the mth cyclotomic polynomial Φm to be

Φm(x) :=
∏
ε

(x− ε), (2.15)

where the product is over all primitive mth roots of 1. Observe that

xm − 1 =
∏
d|m

Φd(x). (2.16)

Also note that deg Φm = ϕ(m), where ϕ(m) is the Euler function defined
to be the number of natural numbers which are less thanm and are prime
to m.

A priori, Φm are polynomials in K(x), but in fact much more is true.

Theorem 2.11.1 We have Φm ∈ k0[x], where k0 is the prime subfield
of k. Moreover, if char k = 0, then Φm ∈ Z[x].

Proof As xm − 1 =
∏
d|m Φd(x), the theorem follows by induction from

the following lemma.

Lemma 2.11.2 (i) If K/k is a field extension, q ∈ K[x], and there exist
non-zero f, g ∈ k[x] such that f = qg, then q ∈ k[x].

(ii) Suppose that K is the field of fractions of an integral domain R,
q ∈ K[x], and there exist monic f, g ∈ R[x] such that f = qg. Then
q ∈ R[x].

Proof (i) Let q = a0 + a1x + · · · + amx
m, g = b0 + b1x + · · · + bnx

n,
f = c0 + c1x+ · · ·+ cnx

m+n, where am, bn, cm+n 6= 0. As ambn = cm+n,
we have am ∈ k. Now, ambn−1 + am−1bn = cm+n−1, whence am−1 =
(cm+n−1 − ambn−1)/bn ∈ k, and so on.

(ii) In this case bn = 1, and the same induction goes through.



2.11 Cyclotomic Polynomials 91

Theorem 2.11.3 For each m the polynomial Φm is irreducible over Q.

Proof Suppose Φm is not irreducible. By Lemma 2.2.1, we can write
Φm = fg , where f, g ∈ Z[x] and f is irreducible monic with 1 ≤ deg f <
deg Φm. Let K/Q be a splitting field for Φm over Q.

We first show that if ε is a root of f in K and p is a prime which does
not divide m, then εp is also a root of f . Suppose not. Note that ε is a
primitive mth root of 1, and hence so is εp. Thus, εp is a root of Φm, and
so g(εp) = 0. Let h(x) = g(xp) ∈ Z[x]. As h(ε) = 0 and f = irr (ε; Q), it
follows that f |h in Q[x]. By Lemma 2.11.2(ii), we can write h = fe for
e ∈ Z[x]. Now we consider the quotient map Z → Z/pZ, n 7→ n̄, and
the induced map Z[x] → Z/pZ[x], d 7→ d̄. We have using Freshman’s
Dream

f̄(x)ē(x) = h̄(x) = ḡ(xp) = (ḡ(x))p.

Let q̄ be any irreducible factor of f̄ in Fp[x]. Then q̄ divides ḡp, and so
q̄ divides ḡ. Therefore q̄2 divides f̄ ḡ = Φ̄m. So Φ̄m has multiple roots
in a splitting field extension of Fp. But this is not so since p does not
divide m.

Now let η be a root of f , and let θ be a root of g. As η and θ are
both primitive roots of 1 there exists r such that θ = ηr, where r and
m are relatively prime. Write r as a product of primes and apply the
previous paragraph several times to see that θ is a root of f . As Φm has
no multiple roots, f = Φm. Contradiction.

Remark 2.11.4 The statement of the theorem is wrong in positive
characteristic. For example Φ3(x) = x2 +x+1 is reducible over F7 (but
not over F5!).

Theorem 2.11.5 Let Φm be a cyclotomic polynomial over k. Then
Gal(Φm; k) is a subgroup of (Z/mZ)×. Moreover, Φm is irreducible over
k if and only if Gal(Φm; k) ∼= (Z/mZ)×.

Proof Let K = k(ε) be a splitting field for Φm over k where ε is a
primitive mth root of 1. We can write the primitive mth roots of 1 as
εn1 , εn2 , . . . , εnϕ , where n1, n2, . . . , nϕ are the positive integers less than
m which are prime to m. Now, for any i, there exist integers a and b

such that ani + bm = 1. So in the ring Z/mZ we have that n̄i is a unit.
Conversely, if n̄ is a unit in Z/mZ then n and m are relatively prime.
Thus {n̄1, . . . , n̄ϕ} = (Z/mZ)×.
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Now, let σ ∈ Gal(K/k). As K = k(ε), σ is determined by its action
on ε. As σ(ε) is also a primitive mth root of 1, we have σ(ε) = σni(σ)

for some 1 ≤ i(σ) ≤ ϕ. If τ is another element of the Galois group, it
is easy to check that n̄i(τσ) = n̄i(τ)n̄i(σ), so the mapping σ 7→ n̄i(σ) is a
group embedding of Gal(K/k) into (Z/mZ)×.

Further, |Gal(K/k)| = ϕ if and only if the group acts transitively on
the roots of Φm, and this happens if and only if Φm is irreducible, see
Problem 2.17.13.

We complete this section with proving the theorem of Wedderburn
which says that the only finite division rings are commutative.

Lemma 2.11.6 Let m > 1. Then |Φm(x)| > x− 1 for all real x ≥ 2.

Proof Since x > 1, the point on the unit circle closest to x is 1. It follows
that |x−ε| > |x−1| for every non-trivial complex roots of unity ε. Since
Φm(x) is a product of ϕ(m) factors of the form x − ε, it follows that
|Φm(x)| > |x − 1|ϕ(m) ≥ x − 1, where the last inequality holds because
x− 1 ≥ 1.

Definition 2.11.7 A ring R is called a division ring if every non-zero
element in R is invertible.

Lemma 2.11.8 Let D be a division ring and a ∈ D. Then the centralizer
C(a) := {x ∈ D | xa = ax} is a subring of D and the center Z(D) =
{x ∈ D | xy = yx for all y ∈ D} is a subfield.

Proof Easy exercise.

Theorem 2.11.9 (Wedderburn) Let D be a finite division ring. Then
D is commutative (and thus is a finite field).

Proof Let Z = Z(D), so that Z ∼= Fq for some prime power q. For
each a ∈ D, we have Z ⊆ C(a), which makes C(a) into a Z-vector
space. Writing d(a) for dimZ C(a) we deduce that |C(a)| = qd(a). In
particular, |D| = qn, where n = d(1).

Now, D× is a finite group. Let S be the set of representatives of
non-central conjugacy classes in D×. Of course we want to show that
S = ∅. Let us assume that S 6= ∅. If a ∈ S, then the conjugacy class
Ka of a contains exactly [D× : CD×(a)] = (qn− 1)/(qd(a)− 1) elements,
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and we have

qn − 1 = |D×| = |Z×|+
∑
a∈S

|Ka| = (q − 1) +
∑
a∈S

qn − 1
qd(a) − 1

.

As (qn−1)/(qd(a)−1) is an integer, d(a) divides n by Corollary 2.10.10.
Because d(a) < n, we deduce from the irreducibility of cyclotomic poly-
nomials that Φn divides (xn − 1)/(xd(a) − 1), and so each qn−1

qd(a)−1
is a

multiple of Φn(q). Also qn − 1 is a multiple of Φn(q). So it follows that
Φn(q) divides q − 1. Hence |Φn(q)| ≤ q − 1. By Lemma 2.11.6, n = 1,
and thus D = Z.

2.12 The theorem of the primitive element

In this section we give an application of Galois theory to the following
problem: if K/k is an algebraic extension, under what circumstances is
K a simple extension of k.

Theorem 2.12.1 (Steinitz) An algebraic extension K/k is simple if
and only if there are only finitely many intermediate fields.

Proof First suppose there are only finitely many intermediate fields. In
this case K must be finitely generated over k, say K = k(α1, α2, . . . , αr).
Thus K/k is finite. Moreover, we may assume that |k| = ∞, as exten-
sions of finite fields are clearly simple. Let r be the minimal amount
of generators of K over k. We want to prove that r = 1. If r ≥ 2, let
L = k(α1, α2). For each a ∈ k, let Fa = k(α1 + aα2). As k is infinite
and there are only finitely many intermediate fields there exist a 6= b in
k with Fa = Fb. But then (α1 + bα2) − (α1 + aα2) = (b − a)α2 ∈ Fb,
and so α2 ∈ Fb. Also α1 = (α1 + bα2) − bα2 ∈ Fb, so that k(α1, α2) ⊆
k(α1 + bα2). Consequently K = k(α1 + bα2, α3, . . . , αr), contradicting
the minimality of r.

Conversely, suppose that K = k(α). Let f = irr (α; k). Note that f
has only finitely many monic divisors g1, g2, . . . , gm, say, in K[x]. Let
L be an intermediate field and gL = irr (α;L). Then gL|f in L[x], and
hence in K[x]. But this means that gL = gi for some i. The proof
will therefore be complete if we can show that gL determines L. Let
gL = a0 +a1x+ · · ·+xr, and let L0 = k(a0, a1, . . . , ar−1). Then L0 ⊆ L,
and so gL is irreducible over L0. Thus gL = irr (α;L0). As K = L0(α),
we have [K : L0] = r. Similarly [K : L] = r, so L = L0. In particular
gL determines L.
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The theorem is of course false for transcendental extensions as the
example of k(x)/k shows.

Theorem 2.12.2 (Theorem of the primitive element) Suppose that
K/k is finite and separable. Then K/k is simple.

Proof Let K = k(α1, . . . , αn). Let f =
∏n
i=1 irr (αi; k). Then f is

separable over k. Let N be a splitting field of f over K. Then N is also
a splitting field for f over k. Thus N/k is Galois. By the Fundamental
Theorem, there are only finitely many intermediate subfields, and it
remains to apply Theorem 2.12.1.

Corollary 2.12.3 If K/k is a finite normal separable field extension,
then there exists an irreducible polynomial f ∈ k[x] such that K is a
splitting field for f over k.

Example 2.12.4 We demonstrate that the assumption of separability in
Theorem 2.12.2 is necessary. Let u, v be indeterminates, k = Fp(up, vp),
and K = Fp(u, v). It is easy to check that [K : k] = p2 and αp ∈ k for
any α ∈ K. It follows that K/k is not simple.

2.13 Solution of equations by radicals

In this section we give a condition which must be satisfied by an equation
soluble by radicals, namely the associated Galois group must be a solv-
able group. We then construct a quintic polynomial whose Galois group
is not solvable, which shows that the quintic equation is not solvable by
radicals. Solvability of the Galois group is also a sufficient condition for
an equation to be solvable by radicals. We give the necessary definitions.

Definition 2.13.1 Let K/k be a field extension. An element α ∈ K is
called radical over k if αd ∈ k for some positive integer d.

The extension K/k is called radical if K = k(α1, . . . , αm) where αi is
radical over k(α1, . . . , αi−1) for all 1 ≤ i ≤ m.

A polynomial f ∈ k[x] is called solvable by radicals if there exists a
radical extension K/k in which f splits into linear factors.

We want to characterize radical extensions in terms of Galois groups.

Lemma 2.13.2 Let K/k be a radical extension and N be a normal
closure of K/k. Then N/k is radical.
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Proof Let αi be as in Definition 2.13.1. Then N is a splitting field of the
polynomial

∏m
i=1 irr (αi; k). For every root βij of irr (αi; k) in N there

exists a k-isomorphism σ : k(αi) → k(βij) by Theorem 2.3.15. Since αi
is radical over k, so is βij .

The next two lemmas show that certain Galois groups are abelian.

Lemma 2.13.3 Let k be a field of characteristic 0, and K be a splitting
field of the polynomial xm − 1 over k. Then Gal(K/k) is abelian.

Proof As (xm − 1)′ = mxm−1, the polynomial xm − 1 has no multiple
roots in K. Clearly the roots form a group under multiplication. By
Lemma 1.2.5, this group is cyclic. Let ε be its generator. ThenK = k(ε).
So any σ ∈ Gal(K/k) is determined by its effect on ε, and σ(ε) must be
of the form εi. The result follows.

Lemma 2.13.4 Let k be a field of characteristic 0 in which xn−1 splits
into linear factors. Let a ∈ k and K be a splitting field of xn − a over
k. Then Gal(K/k) is abelian.

Proof Let α ∈ K be a root of xn − a. By assumption, any root of
xn − a in K looks like εα, where ε is root of xn − 1 in k. It follows that
K = k(α), so any σ ∈ Gal(K/k) is determined by its effect on α, and
σ(α) must be of the form εα. The result follows.

Lemma 2.13.5 If K/k is a normal and radical field extension and k

has characteristic 0, then Gal(K/k) is solvable.

Proof Suppose that K = k(α1, . . . , αm) with αd(i)i ∈ k(α1, . . . , αi−1) for
all i. Inserting extra elements αi if necessary we may assume that all
d(i) are prime. Set p := d(1). We prove the result be induction on m,
starting from the trivial case m = 0.

We may assume that α1 6∈ k, as otherwise K = k(α2, . . . , αm) and
induction applies. Hence f := irr (α1; k) has degree at least 2. As K/k
is normal, f splits over K. Since char k = 0, K/k is separable, and so
f does not have multiple roots. Let β 6= α1 be another root of f . Then
ε := α1β

−1 satisfies εp = 1. As ε 6= 1, the elements 1, ε, ε2, . . . , εp−1 are
distinct roots of xp − 1 in K. Therefore xp − 1 splits in K.

Let M = k(ε). Then we have field extensions K/M(α1)/M/k. Ob-
serve that K/k is Galois, hence so is L/M . As xp− 1 splits over M and
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αp1 ∈ M , M(α1) is a splitting field of xp − αp1 over M . Thus M(α1)/M
is normal. By Lemma 2.13.4, Gal(M(α1)/M) is abelian. By the Fun-
damental Theorem of Galois Theory applied to the extension K/M , we
have

Gal(M(α1)/M) = Gal(K/M)/Gal(K/M(α1)).

Now K = M(α1)(α2, . . . , αm) and K/M(α1) is normal, so by induc-
tion Gal(K/M(α1) is solvable. Finally, Gal(M/k) is abelian in view of
Lemma 2.13.3, and M/k is normal, so the Fundamental Theorem gives

Gal(M/k) = Gal(K/k)/Gal(K/M).

By Lemma 1.9.2, Gal(K/k) is solvable.

Theorem 2.13.6 If F/K/k are field extensions, char k = 0, and F/k

is radical, then Gal(K/k) is solvable.

Proof Let L be the fixed field of Gal(K/k), and N/L be a normal closure
of F/L. We have field extensions N/F/K/L/k. By Lemma 2.13.2, N/L
is radical, and so Gal(N/L) is solvable thanks to Lemma 2.13.5. By
Theorem 2.7.18, K/L is normal. So the Fundamental Theorem yields

Gal(K/L) ∼= Gal(N/L)/Gal(N/K).

Now Gal(K/L) is solvable by Theorem 1.9.2, and it remains to observe
that Gal(K/k) = Gal(K/L).

Corollary 2.13.7 Let f be a polynomial over a field k of characteristic
0. If f is solvable by radicals then the Galois group of f over k is solvable.

We want to exhibit a polynomial whose Galois group is not solvable.

Lemma 2.13.8 Let p be a prime and f ∈ Q[x] be an irreducible polyno-
mial of degree p. Suppose that f has precisely two non-real roots in C.
Then Gal(f ; Q) ∼= Sp.

Proof By the Fundamental Theorem of Algebra, C contains a splitting
field K for f . Let G = Gal(f ; Q) considered as a permutation group on
the roots of f in K. If α is a root of f , then [Q(α) : Q] = p so [K : Q] is
divisible by p. By the Fundamental Theorem of Galois Theory, p divides
|G|, so G contains a p-cycle.

Complex conjugation induces an element of G which leaves the p −
2 real roots of f invariant while transposing the two non-real roots.
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Therefore G contains a 2-cycle. But it is easy to see that a 2-cycle and
a p-cycle generate Sp, see problem (1.12.76) from §1.12.

Example 2.13.9 The polynomial f(x) = x5 − 6x + 3 ∈ Q[x] is not
solvable by radicals. Indeed, by Eisenstein’s Criterion f is irreducible
over Q. In view of Lemma 2.13.8, it suffices to show that f has exactly
three real roots, each with multiplicity 1. But this is an easy exercise
from Calculus (sketch the graph!).

In §2.14 for any n we will demonstrate a polynomial whose Galois
group is Sn. The only drawback of that construction will be that the
polynomial will have coefficients not in Q but in a rather ‘large’ field.
Now we want to obtain a converse to Corollary 2.13.7.

Definition 2.13.10 Let K/k be a finite normal extension with Galois
group G. The norm of an element α ∈ K is defined to

N(α) = σ1(α)σ2(α) . . . σn(α)

Where G = {σ1, σ2, . . . , σn}.

It is easy to see that N(α) lies in the fixed subfield of G, so if the
extension is also separable then N(α) ∈ k, see Theorem 2.7.16.

Theorem 2.13.11 (Hilbert’s Theorem 90) Let K/k be a finite nor-
mal extension with cyclic Galois group G = 〈σ〉. Then α ∈ K has norm
N(α) = 1 if and only if α = β/σ(β) for some β ∈ K×.

Proof We have N( β
σ(β) ) = β

σ(β)
σ(β)
σ2(β) . . .

σn−1(β)
σn(β) = 1. Conversely, sup-

pose that N(α) = 1. Let γ ∈ K and define δj = σj(γ)
∏i
j=0 σ

j(α)
for 0 ≤ i < n. Note that δi+1 = ασ(δi) for 0 ≤ i ≤ n − 2, and
δn−1 = σn−1(γ)N(α) = σn−1(γ). Set β =

∑n−1
i=0 δi. Note that

σ(β) =
n−1∑
i=0

σ(δi) = σn(γ) + α−1
n−1∑
i=1

δi = α−1
n−1∑
i=0

δi = β/α.

So the result will follow if we can choose γ in such a way that β 6= 0.
Suppose on the contrary that β = 0 for all choices of γ, i.e.

n−1∑
i=0

( i∏
j=1

σj(α)
)
σi(γ) = 0 (γ ∈ K).
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But this means that the distinct automorphisms σi are linearly depen-
dent over K, contrary to Dedekind’s Lemma.

Theorem 2.13.12 Suppose that K/k is a finite separable normal exten-
sion with Galois group G isomorphic to Cp for a prime p. Assume that
char k is 0 or prime to p, and that xp − 1 splits in k. Then K = k(α)
where α is a root of an irreducible polynomial of the form xp−a over k.

Proof Let G = 〈σ〉. The roots of xp − 1 form a cyclic subgroup of k×.
Let ε be a generator of this group. As ε ∈ k, we have σi(ε) = ε for any i,
and so N(ε) = εp = 1. By Hilbert’s Theorem 90, ε = α/σ(α) for some
α ∈ K. It follows that σ(α) = ε−1α, σ2(α) = ε−2α, etc. So a := αp is
fixed by G, hence lies in k.

The roots of the polynomial xp − a are of the form αεi, so k(α) is a
splitting field of xp−a over k. The k-automorphisms 1, σ, . . . , σp−1 map
α to distinct elements, so they give p distinct elements of Gal(k(α)/k).
By the Fundamental Theorem, [k(α) : k] ≥ p. But [K : k] = |G| = p,
so K = k(α). Moreover xp − a is irreducible, for otherwise the minimal
polynomial of α over k has degree less than p and [k(α) : k] < p.

Theorem 2.13.13 Let K/k be a finite normal extension and char k = 0.
If Gal(K/k) is solvable then there exists an extension F/K such that F/k
is radical.

Proof Note that all extensions are separable as we are in the charac-
teristic 0 case. Set G := Gal(K/k). We use induction on |G|, the case
|G| = 1 being clear. Let |G| > 1. As G is solvable, it has a normal sub-
group H with G/H ∼= Cp for a prime p. Let N be a splitting field over K
of the polynomial xp− 1. Then N/k is normal by Corollary 2.6.13. The
group Gal(N/K) is abelian by Lemma 2.13.3, and by the Fundamental
Theorem, Gal(K/k) ∼= Gal(N/k)/Gal(N/K). It follows that Gal(N/k)
is solvable, see Lemma 1.9.2.

Let M be the subfield of N generated by k and the roots of xp − 1.
Clearly M/k is radical, so the desired result will follow if we can find an
extension F of N such that F/M is radical.

We claim that Gal(N/M) is isomorphic to a subgroup of G. Let us
map any σ ∈ Gal(N/M) to σ|K . As K/k is normal, σ|K ∈ G. So
we have a well-defined group homomorphism Gal(N/M) → G, which
is injective as K and M generate N . Let J ≤ G be the image of this
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embedding. If J is a proper subgroup of G then by induction there is a
required extension F/N .

Now assume J = G. Then H / J yields a normal subgroup I /

Gal(N/M) of index p. By the Fundamental Theorem, [I∗ : M ] = p, and
I∗/M is normal. By Theorem 2.13.12, I∗ = M(α) where αp = a ∈ M .
But N/I∗ is a normal extension with solvable Galois group of order less
than |G|, so by induction there exists an extension F/N such that F/I∗

is radical. But then F/M is radical and we are done.

Corollary 2.13.14 Over a field of characteristic 0 a polynomial is solv-
able by radicals if and only if it has solvable Galois group.

As S4 and all its subgroups are solvable, Corollary 2.13.14 implies that
polynomials of degree ≤ 4 can be solved by radicals. We can use our
insight into the structure of the symmetric group to find out how.

2.14 Transcendental extensions

Definition 2.14.1 Let K/k be a field extension and A = {α1, . . . , αn}
be a finite subset of K. We say that A is algebraically dependent over
k if there exists a non-zero polynomial f ∈ k[x1, . . . , xn] such that
f(α1, . . . , αn) = 0. Otherwise A is called algebraically independent.

An infinite set is called algebraically dependent if it has a finite subset
which is algebraically dependent and algebraically independent other-
wise.

Denote by k(x1, . . . , xn) the field of rational functions in variables
x1, . . . , xn, which is the quotient field of the ring k[x1, . . . , xn]. The
following result is an analogue of Theorem 2.3.16 and is proved similarly.

Theorem 2.14.2 Let K/k be a field extension and A = {α1, α2, . . . , αn}
be a subset of K algebraically independent over k. Then there exists a
unique isomorphism k(x1, . . . , xn) →̃ k(α1, . . . , αn), which is identity on
k and maps xi to αi for every i.

The next result gives a useful practical criterion for a set to be alge-
braically independent.

Theorem 2.14.3 (The Main Criterion) Let K/k be a field exten-
sion and α1, α2, . . . , αn be distinct elements of K. Let k0 = k, ki =
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k(α1, . . . , αi) for 1 ≤ i ≤ n. Then A = {α1, α2, . . . , αn} is algebraically
independent over k if and only if αi is transcendental over ki−1 for every
1 ≤ i ≤ n.

Proof Suppose that αi is algebraic over ki−1, i.e. there is a non-zero
polynomial

f(x) = a0 + a1x+ · · ·+ arx
r ∈ ki−1[x]

with f(αi) = 0. We can write each aj as

aj = pj(α1, . . . , αi−1)/qj(α1, . . . , αi−1)

for pj , qj ∈ k[x1, . . . , xi−1]. We clear denominators. Let

lj = pj
∏
m6=j

qm (0 ≤ j ≤ r).

Then each lj ∈ k[x1, . . . , xi−1] and g = l0 + l1xi + · · · + lrx
r
i is a non-

zero element of k[x1, . . . , xi−1, xi] with g(α1, . . . , αi) = 0, whence A is
algebraically dependent.

Conversely, assume that A is algebraically dependent. There is j such
that {α1, . . . , αj−1} is algebraically independent and {α1, . . . , αj} is not.
Thus there is a non-zero f ∈ k[x1, . . . , xj ] with f(α1, . . . , αj) = 0. We
can write f = a0 + a1xj + · · ·+ arx

r
j where ai ∈ k[x1, . . . , xj−1]. Let

g = a0(α1, . . . , αj−1) + a1(α1, . . . , αj−1)x+ · · ·+ ar(α1, . . . , αj−1)xr.

Then g is a non-zero polynomial of kj−1[x], as α1, . . . , αj−1 are alge-
braically independent. As g(αj) = 0, αj is algebraic over kj−1.

You may have noticed an analogy between algebraic and linear de-
pendence. We now push this analogy further.

Definition 2.14.4 Let K/k be a field extension. A transcendence basis
of K over k is a subset A ⊆ K which is algebraically independent over k
and is maximal (with respect to inclusion) in the set of all algebraically
independent subsets of K.

Lemma 2.14.5 For any field extension K/k a transcendence basis ex-
ists. Moreover, if C ⊂ K is an algebraically independent subset then
there exists a transcendence basis B of K over k containing C.

Proof Follows from Zorn’s Lemma.
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Lemma 2.14.6 Let K/k be a field extension and B be a subset of K.
Then B is a transcendence basis of K over k if and only if B is alge-
braically independent over k and K/k(B) is algebraic.

Proof Suppose that B is a transcendence basis of K over k. If α ∈
K \ k(B) then by the maximality of B, B ∪ {α} is algebraically depen-
dent. So there exist distinct b1, . . . , bn ∈ B such that {b1, . . . , bn, α} are
algebraically dependent. Now α is algebraic over k(b1, . . . , bn) and hence
over k(B) thanks to the Main Criterion.

Conversely, suppose that B is algebraically independent and K/k(B)
is algebraic. If α ∈ K \B, then α is algebraic over k(B), so there exists
a non-zero g = a0 + a1x + · · · + ajx

j ∈ k(B)[x] annihilating α. Each
coefficient of g involves only finitely many elements of B, so there exists
a finite subset {b1, . . . , bn} ⊆ B such that ai ∈ k(b1, . . . , bn). Thus α is
algebraic over k(b1, . . . , bn), and so {b1, . . . , bn, α} is algebraically depen-
dent by the Main Criterion. Hence B ∪ {α} is algebraically dependent,
and B is maximal.

Corollary 2.14.7 Let K/k be a field extension, A be a subset of K
with K/k(A) algebraic, and C be a subset of A which is algebraically
independent over k. Then there exists a transcendence basis of K over
k satisfying C ⊆ B ⊆ A.

Proof Use Zorn lemma to choose a maximal element among the al-
gebraically independent subsets B satisfying C ⊆ B ⊆ A. Then by
the Main Criterion, every element of A is algebraic over k(B), hence
k(A)/k(B) is algebraic, and so K/k(B) is algebraic by transitivity of al-
gebraic extensions. Now Lemma 2.14.6 implies that B is a transcendence
basis.

Corollary 2.14.8 If K = k(A) then there exists a subset B ⊆ A which
is a transcendence basis of K over k.

Proof Take C = ∅ in Corollary 2.14.7.

Theorem 2.14.9 Let K/k be a field extension, C = {c1, . . . , cr} be a
subset of K (with r distinct elements) which is algebraically independent
over k, and A = {a1, . . . , as} be a subset of K (with s distinct elements)
such that K/k(A) is algebraic. Then r ≤ s and there exists a set D with
C ⊆ D ⊆ A ∪ C and such that |D| = s and K/k(D) is algebraic.
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Proof Induction on r. If r = 0 take D = A. Suppose the result is true
for r − 1. As the set C0 := {c1, . . . , cr−1} is algebraically independent,
there exists a set D0 with C0 ⊆ D0 ⊆ A ∪ C0 and such that |D0| = s

and K/k(D0) is algebraic. By relabeling A if necessary we may assume
that

D0 = {c1, . . . , cr−1, ar, ar+1, . . . , as}.

As K/k(D0) is algebraic, cr is algebraic over k(D0). As {c1, . . . , cr} is
algebraically independent, cr is transcendental over k(c1, . . . , cr−1) see
the Main Criterion. Thus s ≥ r. By the same theorem,

E := {c1, . . . , cr−1, cr, ar, ar+1, . . . , as}

is algebraically dependent. Using the Main Criterion once more we con-
clude that there exists t with r ≤ t ≤ s such that at is algebraic over
k(c1, . . . , cr, ar, . . . , at−1). Set

D := {c1, . . . , cr, ar, . . . , at−1, at+1, . . . , as}.

Then at is algebraic over k(D), and so K(E)/K(D) is algebraic. As E ⊇
D0, K/k(E) is algebraic, and so K/k(D) is algebraic. This completes
the proof.

The theorem easily implies

Corollary 2.14.10 Let K/k be a field extension. If B and C are two
transcendence bases of K over k then either B and C are both infinite
or B and C have the same number of elements.

This result shows that the following notions are well-defined.

Definition 2.14.11 If K/k is a field extension we define its transcen-
dence degree, denoted tr.deg(K/k), to be infinity if there exists a tran-
scendence basis of K over k with infinitely many elements. If there
exists a transcendence basis B with finitely many elements, we define
tr.deg(K/k) = |B|.

Our next goal is to prove the analogue of tower law for transcendental
extensions.

Proposition 2.14.12 Let F/K/k be field extensions. If A ⊂ K is
algebraically independent over k and B ⊆ F is algebraically independent
over K then A ∪B is algebraically independent over k.
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Proof Let C be a finite subset of A ∪B. We can write

C = {α1, . . . , αr, β1, . . . , βs}

where αi ∈ A, βj ∈ B. By the Main Criterion, every αi is transcendental
over k(α1, . . . , αi−1) and every βj is transcendental overK(β1, . . . , βj−1).
So βj is transcendental over k(α1, . . . , αr, β1, . . . , βj−1). Thus C is alge-
braically independent by the Main Criterion.

Theorem 2.14.13 Let F/K/k be field extensions. If A is a transcen-
dence basis for K over k and B is a transcendence basis for F over K
then A ∪B is a transcendence basis for F over k.

Proof By Lemma 2.14.6 and Proposition 2.14.12, it suffices to prove that
F/k(A ∪ B) is algebraic. We know that K/k(A) is algebraic, whence
K(B)/k(A∪B) is algebraic, see Problem 2.17.43 from §2.17. Moreover,
F/K(B) is algebraic, so F/k(A∪B) is algebraic by Theorem 2.3.18.

Corollary 2.14.14 (Tower Law For Transcendence degree) If
F/K/k are field extensions then the transcendence degree of F/k is the
sum of the transcendence degrees of F/K and K/k.

2.15 Symmetric functions and generic polynomials

Let K be a field, x1, . . . , xn ∈ K and consider polynomial

f(x) = (x− x1)(x− x2) . . . (x− xn) ∈ K[x].

If we write

f(x) = xn − e1x
n−1 + · · ·+ (−1)nen

then

e1 = x1 + · · ·+ xn,

e2 =
∑

1≤i<j≤n

xixj ,

...

en = x1x2 . . . xn.

The expressions en considered as elements of Z[x1, . . . , xn] are the ele-
mentary symmetric functions in n variables. When necessary, they can
also be considered as elements of k[x1, . . . , xn] for any field k.
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Now let K = k(x1, . . . , xn) where x1, . . . , xn are algebraically indepen-
dent. Then e1, . . . , en can be considered as polynomials in k[x1, . . . , xn]
and as elements of K. Note that the symmetric group Sn acts on K by
k-automorphisms permuting the variables: if σ ∈ Sn then

σ
(
f(x1, . . . , xn)/g(x1, . . . , xn)

)
= f(xσ(1), . . . , xσ(n))/g(xσ(1), . . . , xσ(n)).

Let L be the fixed field

L := S∗n = KSn .

By Theorems 2.7.3 and 2.7.18, and the Fundamental Theorem, K/L is
a Galois extension with Galois group Sn.

Theorem 2.15.1 In the above notation, the elementary symmetric poly-
nomials e1, . . . , en ∈ K are algebraically independent over k, and L =
k(e1, . . . , en).

Proof First of all, it is clear that k(e1, . . . , en) ⊆ L, and [K : L] =
n!. Therefore to establish the equality L = k(e1, . . . , en), it suffices to
prove that [K : k(e1, . . . , en)] ≤ n!. But this follows from the fact that
K/k(e1, . . . , en) is a splitting field extension for f , when f is considered
as an element of k(e1, . . . , en)[x].

By Corollary 2.14.8, e1, . . . , en contains a transcendence basis for
k(e1, . . . , en) over k. Moreover, K/k(e1, . . . , en) is algebraic, so this basis
will be a basis for K over k (use Lemma 2.14.6 twice). As tr.deg(K/k) =
n, this basis must be the whole of {e1, . . . , en}.

Theorem 2.15.2 Let K/k be a field extension with K = k(a1, . . . , an),
and a1, . . . , an be algebraically independent over k. Let

g(x) = xn − a1x
n−1 + · · ·+ (−1)nan ∈ K[x].

Then g is irreducible and separable. Moreover, Gal(g;K) ∼= Sn.

Proof In view of Theorem 2.15.1, there is a k-isomorphism

k(a1, . . . , an) →̃ k(e1, . . . , en),

which maps ai to ei for every i. This isomorphism transforms our poly-
nomial g to the polynomial f from Theorem 2.15.1. Now everuthing
follows from the remarks preceding Theorem 2.15.1.
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2.16 The algebraic closure of a field

Definition 2.16.1 A field K is called algebraically closed if every f ∈
K[x] splits over K. An extension field K ⊆ k is called an algebraic
closure of k if K/k is algebraic and K is algebraically closed.

Thus the fundamental theorem of algebra states that C is algebraically
closed. Note that the only possible algebraic closure of an algebraically
closed field K is K itself.

Example 2.16.2 C is an algebraic closure of R. However, C is not an
algebraic closure of Q as C/Q is not algebraic, see Example 2.3.20.

The next theorem gives two useful characterizations of an algebraic
closure:

Theorem 2.16.3 Suppose that K/k is a field extension. Then the fol-
lowing are equivalent:

(i) K is an algebraic closure of k.
(ii) K/k is algebraic and every f ∈ k[x] splits over K.
(iii) K/k is algebraic and if L/K is algebraic then L = K.

Proof (i) ⇒ (ii) is clear.
(ii) ⇒ (iii) By Theorem 2.3.18, L/k is algebraic. Suppose α ∈ L. By

hypothesis, and irr (α; k) splits over K, whence α ∈ K.
(iii) ⇒ (i) Let f ∈ K[x]. Let L be a splitting field of f over K. The

extension L/K is algebraic, so, by hypothesis, L = K. Thus f splits
over K, and so K is algebraically closed.

Corollary 2.16.4 Suppose K/k is a field extension and K be alge-
braically closed. Let k̄ be the field of all elements of K which are algebraic
over k. Then k̄ is an algebraic closure of k.

In particular, A is an algebraic closure of Q, see Example 2.3.19.

Proposition 2.16.5 Let K/k be an algebraic extension. Then every
homomorphism ϕ of k into an algebraically closed field F can be extended
to K.

Proof Let S be the set of all pairs (L,ψ), where k ⊆ L ⊆ K and
ψ : L → F is a field homomorphism which extends ϕ. Order S by
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(L1, ψ1) ≤ (L2, ψ2) if and only if L1 ⊆ L2 and ψ1 = ψ2|L1 . By Zorn’s
Lemma, S has a maximal element (M,µ). Assume M 6= K. Let α ∈
K \ M and f = irr (α;M). As F is algebraically closed, µ(f) has a
root in F , so µ can be extended to M(α) by Theorem 2.3.15, which
contradicts the maximality of M .

Theorem 2.16.6 Let k be any field. Then there exists an algebraic
closure of k. Moreover any two algebraic closures of k are k-isomorphic.

We will not prove this theorem in these notes. If you are interested,
please read the proof in section 6.4 of Rotman (Theorems 6.58 and 6.62).

2.17 Problems on Fields

Problem 2.17.1 True or false? The Galois group of Q( 3
√

2) over Q has
order 3.

Problem 2.17.2 If the extension K/k is algebraic and k is countable
then K is also countable.

Problem 2.17.3 The field A is countable.

Problem 2.17.4 True or false? If F/K/k are field extensions with F/K
and K/k algebraic then F/k is also algebraic.

Problem 2.17.5 True or false? The extension Q(i,
√

5) is simple.

Problem 2.17.6 Let p be prime. Then the polynomial 1 + x + · · · +
xp−1 ∈ Q[x] is irreducible.

Problem 2.17.7 True or false? If F/K/k are field extensions with F/K
and K/k normal then F/k is also normal.

Problem 2.17.8 True or false? Q(i) and Q(
√

2) are isomorphic fields.

Problem 2.17.9 If β is algebraic over k(α) and β is transcendental over
k then α is algebraic over k(β).

Problem 2.17.10 True or false? IfK/k is algebraic andD is an integral
domain such that k ⊆ D ⊆ K then D is a field.
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Problem 2.17.11 Let K/k be a field extension. This extension is alge-
braic if and only if for every intermediate field F every k-monomorphism
of F is in fact an automorphism of F .

Problem 2.17.12 A field F is called perfect if every irreducible poly-
nomial over F is separable. Show that a field F of characteristic p is
perfect if and only if every element of F has a pth root in F . Show that
every finite field is perfect.

Problem 2.17.13 Let f ∈ k[x], K/k be a splitting field for f over k,
and G = Gal(K/k). Show that G acts on the set of the roots of f .
Show that G acts transitively if f is irreducible. Conversely, if f has no
multiple roots and G acts transitively then f is irreducible.

Problem 2.17.14 Prove that if F is an infinite field, then its multi-
plicative group F× is never cyclic.

Problem 2.17.15 Let K/k be a normal field extension and f be an
irreducible polynomial over k. Show that all irreducible factors of f in
K[x] all have the same degree.

Problem 2.17.16 True or false: Gal(k(x)/k) = {1}.

Problem 2.17.17 Construct subfields of C which are splitting fields
over Q for the polynomials x3−1, x4−5x2 +6, x6−8. Find the degrees
of those fields as extensions over Q.

Problem 2.17.18 Which of the following extensions are normal?
(a) Q(x)/Q;
(b) Q(

√
−5)/Q;

(c) Q( 7
√

5)/Q.
(d) Q(

√
5, 7
√

5)/Q( 7
√

5);
(e) R(

√
−7)/R.

Problem 2.17.19 Let K/k be a splitting field for a polynomial f ∈ k[x]
of degree n. Show that [K : k] divides n!.

Problem 2.17.20 True or false: if K/k is a field extension then every
k-monomorphism K → K is an automorphism.
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Problem 2.17.21 Determine Galois groups of the following extensions:
(a) Q(

√
2,
√

3)/Q;
(b) Q( 5

√
3, e2πi/5)/Q;

(c) Q( 3
√

2,
√

2)/Q;
(d) Q( 3

√
2,
√

2, e2πi/3)/Q.

Solution. (a) C2 × C2, see more difficult Problem 2.17.48.
(b) Denote α := 5

√
3, ε := e2πi/5. Note that Q( 5

√
3, e2πi/5) is a

splitting field of the irreducible polynomial x5 − 3, whose roots are
α, αε, αε2, αε3, αε4, so the Galois group G is a transitive permutation
group on the roots. Moreover,

|G| = [Q( 5
√

3, e2πi/5) : Q( 5
√

3)][Q( 5
√

3) : Q] ≤ 4 · 5 = 20.

(one can see that the index [Q( 5
√

3, e2πi/5) : Q] is exactly 20 as both 5
and 4 divide it, but this will follow anyway). Now, as in Example 2.8.2,
one checks that there are elements σ, τ ∈ G with σ(α) = αε, σ(ε) = ε

and τ(α) = α, σ(ε) = ε2. Note that in terms of permutations on five
roots, σ is the 5-cycle (1, 2, 3, 4, 5) and τ is the 4-cycle (2, 3, 5, 4). These
two cycles generate a subgroup of S5 of order 20, which must be the
Galois group. This group can be described by generators and relations
as follows:

G = 〈σ, τ | σ5 = τ4 = 1, τ−1στ = σ3〉.

(Alternatively, one may deduce as noted above that G is a transitive
subgroup of S5 of order 20, and then show that C5oC4 is the only such
(up to a conjugation).)

(c) 3
√

2 is the only root of x3 − 2 ∈ Q[x] contained in Q( 3
√

2,
√

2), so
any element of the Galois group G fixes the subfield Q( 3

√
2), whence

G ∼= Gal(Q( 3
√

2,
√

2)/Q( 3
√

2)) ∼= C2.
(d) C2 × S3 (using the Problem 4.17 from Rotman).

Problem 2.17.22 Prove that the quotient ring R := F3[x]/(x2 +1) is a
field of order 9. Exhibit an explicit generator for R× (which should be
the cyclic group of order 8).

Problem 2.17.23 True or false: if F is a field of characteristic p, α ∈ F ,
then F contains at most one pkth root of α.

Problem 2.17.24 True or false: every finite normal extension of C is
normal over R.
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Problem 2.17.25 Let F be a field, and F (x) be the field of rational
functions over F . Prove that F (x)/F ( x3

x+1 ) is a simple extension. Find

its degree and the minimal polynomial irr (x;F ( x3

x+1 )).

Solution. Let K := F ( x3

x+1 ). It is clear that F (x) = K(x). Moreover,
the polynomial

f(y) := y3 − x3

x+ 1
y − x3

x+ 1
∈ K[y]

clearly annihilates x. We claim that this polynomial is irreducible over
K, which implies that [F (x) : K] = 3 and f = irr (x;K).

To prove the claim, note that deg f = 3, and so it is reducible over K
if and only if it has a root in K. Over F (x) we can decompose

f(y) = (y − x)(y2 + xy +
x2

x+ 1
).

So if f has a root in K, this root is either x or is a root of

g(y) := y2 + xy +
x2

x+ 1
.

Note that non-zero rational functions in x has a well-defined notion
of degree: if r(x) = p(x)/q(x) is such a function we define deg r =
deg p − deg q. Next, observe that all elements of K has even degree.
Now, x 6∈ K as it has degree 1. Moreover, let r ∈ K be a root of
g. Then r2 has even degree, xr has odd degree, and x2

x+1 also has odd

degree. It follows that xr + x2

x+1 = 0 and r2 = 0, whence r = 0, which
leads to a contradiction.

The problem is a special case of claim (*) proved in Problem 2.17.42.

Problem 2.17.26 True or false: if [K : k] = 2 the K/k is normal.

Problem 2.17.27 For extensions F/K/k, if F/K andK/k are separable
then F/k is separable.

Problem 2.17.28 Let p be a prime. Then there are exactly (qp − q)/p
monic irreducible polynomials of degree p in Fq[x] (q is not necessarily
a power of p).

Solution. Consider the field extension Fqp/Fq. Let α ∈ Fqp \ Fq. The
extension Fqp/Fq has no non-trivial intermediate fields (as p is prime),
so Fq(α) = Fqp , whence deg irr (α; Fq) = p. Moreover, irr (α; Fq) has p
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distinct roots in Fqp , as the extension Fqp/Fq is normal and separable.
Therefore considering the minimal polynomials of the elements of Fqp\Fq
yields (qp − q)/p distinct irreducible monic polynomials over Fq.

It remains to show that any irreducible monic polynomial f ∈ Fq[x]
of degree p has form irr (α; Fq) for some element α ∈ Fqp \Fq. Note that
the field F obtained from Fq by adjoining a root α of f has degree p
over Fq, so it has qp elements. By uniqueness of finite fields, we know
that F is Fq-isomorphic to Fqp , and the result follows.

Problem 2.17.29 Let q = pn and d|n. Then Fq contains exactly one
subfield with pd elements. Conversely, if Fpd is a subfield of Fpn then
d|n.

Problem 2.17.30 If K/k is a finite normal separable field extension,
then there exists an irreducible polynomial f ∈ k[x] such that K is a
splitting field for f over k.

Problem 2.17.31 True or false? Every finite field extension is simple

Problem 2.17.32 If F is a finite field and a, b ∈ F are not squares then
ab is a square.

Problem 2.17.33 Let F/K/k with K/k finite separable and F/K sim-
ple. Then F/k is simple.

Problem 2.17.34 Suppose that f ∈ k[x] with roots α1, . . . , αn in a
splitting field for f . Show that ∆ = εn

∏n
i=1 f

′(αi), where εn = 1 if
n = 0 or 1 (mod 4), and εn = −1 otherwise.

Problem 2.17.35 True or false? There is an irreducible polynomial of
degree 4 over Q whose splitting field has degree 6 over Q.

Problem 2.17.36 Let ϕ be the Euler function.
(i) Prove that ϕ(ab) = ϕ(a)ϕ(b) providing (a, b) = 1.
(ii) Prove that ϕ(m) = m

∏
p|n

p−1
p , where the product is over all

prime divisors of m.
(iii) Prove that m =

∑
d|m ϕ(d).

Problem 2.17.37 Let m ≥ 3, ϕ be the Euler function, and ε ∈ C be a
primitive mth root of 1. Prove that [Q(ε+ ε−1) : Q] = ϕ(m)/2.
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Solution. It suffices to prove that [Q(ε) : Q(ε+ε−1)] = 2. As ε+ε−1 ∈ R
and Q(ε) 6⊆ R, we have [Q(ε) : Q(ε+ ε−1)] ≥ 2. The converse inequality
follows from the fact that the quadratic polynomial x2−(ε+ε−1)x+1 ∈
Q(ε+ ε−1)[x] annihilates ε.

Problem 2.17.38 Let m > 1 be an odd integer. Show that Φ2m(x) =
Φm(−x).

Solution. Note that if ξ is a primitive mth root of 1 then −ξ is a
primitive 2mth root of 1. Therefore Φm(−x) divides Φ2m(x) over Q,
see Lemma 2.11.2(i). As both polynomials are irreducible and monic, it
now follows that they are equal.

Problem 2.17.39 If p is prime then Φpn(x) = 1+xp
n−1

+x2pn−1
+ · · ·+

x(p−1)pn−1
.

Problem 2.17.40 True or false? For f ∈ k[x], if Gal(f ; k) acts transi-
tively on the roots of f then f is irreducible over k.

Problem 2.17.41 True or false? Let K/k be a field extension. If
α1, . . . , αn ∈ K are algebraically independent over k, and α 6∈ k is the
element of k(α1, . . . , αn), then α is transcendental over k.

Solution. True

Problem 2.17.42 Let k be a field and x be transcendental over k.
Describe the group Gal(k(x)/k).

Solution. Let f/g ∈ k(x) with f/g 6∈ k and f, g relatively prime in k[x].
Denote z := f/g. We first prove the following claim:

(*) The element x is algebraic over k(z) and

[k(x) : k(z)] = max(deg f,deg g).

Note that x is a root of

ϕ(y) := zg(y)− f(y) ∈ k(z)[y]

of degree max(deg f,deg g). So it remains to prove that ϕ is irreducible.
Note that z is transcendental over k, as otherwise k(x)/k(z)/k would be
algebraic. In order to prove that ϕ(y) is irreducible over k(z) it suffices
to check that it cannot be decomposed over k[z] (this is a version of
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Lemma 2.2.1 generalized to k[z] instead of Z and k(z) instead of Q
but the proof is the ‘same’). Well, the degree of z in ϕ is 1, so if
ϕ(y) = ϕ1(y)ϕ2(y) in k[z][y], then z appears in the coefficients of only
one of ϕ1, ϕ2, say of ϕ1. Then we can write

ϕ1 = (a0 + zb0) + · · ·+ (an + bnz)yn, ϕ2 = α0 + · · ·+ αmy
m,

whence

zg(y)− f(y) = (b0 + · · ·+ bny
n)(α0 + · · ·+ αmy

m)z

+(a0 + · · ·+ any
n)(α0 + · · ·+ αmy

m).

Therefore g(y) = (b0 + · · · + bny
n)(α0 + · · · + αmy

m) and −f(y) =
(a0 + · · · + any

n)(α0 + · · · + αmy
m), which contradicts the fact that

(f, g) = 1. The claim (*) is proved.
Now, let σ be an k-automorphism of k(x). If σ(x) = f/g, it follows

from (*) that max(deg f,deg g) = 1. So we can write f(x) = (ax +
b)/(cx + d). Remember that we have (f, g) = 1, so the determinant

of the matrix
(
a b

c d

)
is non-zero. Note however, that the matrix is

uniquely defined only up to a scalar. So to each σ ∈ Gal(k(x)/k) we have
associated an element of g(σ) ∈ PGL2(k). Moreover, it is easy to see
that g(στ) = g(σ)g(τ). It follows that g : Gal(k(x)/k) → PGL2(k) is a
group homomorphism. It is now easy to check that g is an isomorphism.

Problem 2.17.43 Let F/K/k be a field extensions and A ⊆ F be a
subset. If K/k is algebraic then K(A)/k(A) is also algebraic.

Problem 2.17.44 True or false? If G is a finite group of automorphisms
of a field K and k = KG is the fixed field of G, then K/k is Galois and
Gal(K/k) = G.

Problem 2.17.45 True or false? If k is a field, f ∈ k[x], and K/k is a
splitting field for f over k then [K : k] ≤ (deg f)!.

Problem 2.17.46 True or false? If k is a field, f ∈ k[x], K/k is a
splitting field for f over k, and [K : k] = (deg f)!, then f is separable
and irreducible.

Problem 2.17.47 Calculate Gal(R/Q).

Problem 2.17.48 Calculate Gal(Q(
√

2,
√

3,
√

5)/Q).
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Solution. Consider

K := Q(
√

2,
√

3,
√

5)/Q(
√

2,
√

3)/Q(
√

2)/Q.

We claim that the containments are strict and of dimension 2. We will
prove even more: all extensions

Q ⊂ Q(
√
p1) ⊂ Q(

√
p1,

√
p2) ⊂ . . .

are strict for p1 < p2 < . . . being all the primes. Induction on n starting
from Q(

√
2)/Q. If √pn+1 ∈ Q(

√
p1, . . . ,

√
pn), then √pn+1 = a+ b

√
pn,

where a, b ∈ Q(
√
p1, . . . ,

√
pn−1). Then pn+1 = a2 + 2ab

√
pn + b2pn,

whence
√
pn ∈ Q(

√
p1, . . . ,

√
pn−1), a contradiction.

Now 1,
√

2,
√

3,
√

6,
√

5,
√

10,
√

15,
√

30 is a basis for K over Q. De-
fine three automorphisms from Gal(K/Q) by requiring that they negate
exactly one of

√
2,
√

3,
√

5 and fix the other two. Then 〈σ1, σ2, σ3〉 ∼=
C2 × C2 × C2.

Problem 2.17.49 Let K/k be a Galois extension, and L,M be inter-
mediate fields. Denote by LM the minimal subfield of K containing L
and M .

(i) Prove that (L ∩M)∗ = 〈L∗,M∗〉.
(ii) Prove that (LM)∗ = L∗ ∩M∗.

(iii) Assume that L/k is normal. Prove that

Gal(LM/M) ∼= Gal(L/(L ∩M)).

Solution. (i) 〈L∗,M∗〉 is the smalles subgroup containing both L∗ and
M∗. By the Fundamental theorem, 〈L∗,M∗〉∗ is the largest subfield
contained in both L and M , i.e. 〈L∗,M∗〉∗ = L∩M . Hence (L∩M)∗ =
(〈L∗,M∗〉∗)∗ = 〈L∗,M∗〉. The proof of (ii) is entirely similar.

(iii) Let σ ∈ Gal(LM/M). Then σ(L) ⊆ L, as by assumption L

is generated over k by the roots of a certain polynomial over k. So
restriction yields a well-defined homomorphism ϕ : Gal(LM/M) →
Gal(L/(L ∩ M)). The kernel of ϕ is clearly trivial. To show that ϕ
is surjective, let τ ∈ Gal(L/(L∩M)). As LM/M is normal, so it suffices
to show that the second group has the order not exceeding the order of
the first group. Note that both LM/M and L/(L ∩M) are Galois, so
we just need to show that [LM : M ] ≥ [L : L ∩M ]. Well, using the
fundamental theorem, (i), (ii), and the second isomorphism theorem, we
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have

[LM : M ] = [M∗ : (LM)∗] = [M∗/(L∗ ∩M∗)]

= [L∗M∗/L∗] = [L : L ∩M ].

Problem 2.17.50 Let k be a subfield of R and f ∈ k[x] is irreducible
cubic with discrininant D. Then

(i) D > 0 if and only if f has three real roots.
(ii) D < 0 if and only if f has precisely one real root.

Problem 2.17.51 Let char k 6= 2 and f ∈ k[x] is a cubic whose dis-
criminant has a square root in k, then f is either irreducible or splits in
k.

Problem 2.17.52 Let f be an irreducible separable quartic over a field
k and α be a root of f . There is no field properly between k and k(α)
if and only if the Galois group of f is either A4 or S4.

Problem 2.17.53 Every element in a finite field can be written as a
sum of two squares.

Solution. Let our field F have pn elements. If p = 2, the map x 7→ x2 is
a bijection, and so every element is a square (+02). Let p > 2. Then the
multiplicative group F× ∼= Cpn−1 has even order, and so exactly half
of its elements are squares. As 0 is also a square, there are (pn + 1)/2
squares in F . Now, let α ∈ F be any element. Consider the sets X =
{α − s | s ∈ F is a square} and S = {s ∈ F | s is a square}. As
|X| + |S| > pn, we have X ∩ S 6= ∅. So α minus a square is a square,
and the result follows.

Problem 2.17.54 Determine the Galois group of x3 +11 over Q, deter-
mine all subfields of its splitting field, and decide whether these subfields
are normal over Q. Describe at least two of the subfields by their gen-
erators.

Solution. The discriminant D = −27 · 112 does not have square root in
Q, so the Galois group G is S3 acting on the three roots

{− 3
√

11,−ε 3
√

11,−ε2 3
√

11},

where ε = e2πi/3. There are four non-trivial proper subgroups in G:
G1 = 〈(12)〉, G2 = 〈(13)〉, G3 = 〈(23)〉, G4 = A3, only the last of
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which is normal. The corresponding fixed fields are the only proper non-
trivial intermediate subfields, of which only G∗4 is normal. Moreover, G∗4
is generated by

√
D, so G∗4 = Q(i

√
3). Finally, (23) is the complex

conjugation, G∗3 = Q( 3
√

11).

Problem 2.17.55 LetK be a splitting field for x4−2 over Q. Determine
Gal(K/Q). How many subfields does K have of degree 2 over Q.

Problem 2.17.56 Find all subfields of the splitting field of x3 − 7 over
Q. Be sure to justify your assertions. Which of the subfields are normal
over Q?

Solution. The splitting field K = Q( 3
√

7, ω) where ω is a primitive cube
root of 1. Then [K : Q] = [K : Q( 3

√
7)][Q( 3

√
7) : Q] = 6. So the Galois

group is S3. The proper subfields correspond to the proper subgroups
〈(123)〉, 〈(12)〉, 〈(13)〉, 〈(23)〉. The corresponding fixed fields are the
fields obtained by adjoining ω, and the different roots of x3 − 7.

Problem 2.17.57 Let K be a splitting field for x4 + 6x2 + 5 over Q.
Find all subfields of K.

Solution. We have x4 +6x2 +5 = (x2 +1)(x2 +5). And the Galois group
is C2 × C2 by the Problem 4.17 in Rotman (or directly).

Problem 2.17.58 Let K be a splitting field for x4−3 over Q(i) (where
i =

√
−1 ∈ C). Find the Galois group of K over Q(i).

Solution. We claim that the group is C4. Indeed, it suffices to note that
[K : Q(i)] = 4 and the Galois group is transitive. That the degree is
4 follows by considering the tower K/Q( 4

√
3)/Q (see Example 2.8.2 for

more details). That the Galois groups is transitive follows from the fact
that K = Q(i)( 4

√
3).

Problem 2.17.59 Let ε ∈ C be a primitive 7th root of 1. Determine
the minimal polynomial of ε, the structure of the Galois group of Q(ε)
over Q, and the proper subfields of Q(ε) by giving field generators.

Problem 2.17.60 Let K = Q(i, e2πi/3), where i =
√
−1 ∈ C. Find

[K : Q] and determine Gal(K/Q).

Problem 2.17.61 Let K be a splitting field over Q of the polynomial
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(x3 − 5)(x2 + 1). Describe the Galois group Gal(K/Q). How many
subfields does K have with extension degree 2 over Q.

Problem 2.17.62 Find the Galois groups of x4 + 1 and x5 + 1 over Q.

Problem 2.17.63 Let K be a splitting field for x5 − 2 over Q and
let G = Gal(K/Q). Compute the order of G and prove that G is not
abelian.

Problem 2.17.64 Show that the Galois group of x5 − 2 over Q has a
normal Sylow 5-subgroup.

Problem 2.17.65 True or false? The Galois group of the polynomial
x3 − 5 over Q is abelian.

Problem 2.17.66 Let K be a finite field with a prime field k.
(a) Prove that Gal(K/k) is cyclic.
(b) Prove that if L is an arbitrary subfield of K then Gal(K/L) is

cyclic.

Problem 2.17.67 Let K = F2[x]/(x6+x+1) and α = x+(x6+x+1) ∈
K.

(a) Prove that the polynomial x6 + x+ 1 is irreducible over F2.
(b) Prove that αi 6= 1 for i = 1, 2, 3, . . . , 22.
(c) Find irr (α; F2).
(d) Show that the mapping a 7→ a4 is an automorphism of K.
(e) Find irr (α4; F2).
(f) Show that {0, α9, α18, α27, α36, α45, α54, α63} is a subfield of K.

Problem 2.17.68 True or false? Let char k = p. Then k contains
exactly one pmth root of 1 for any natural number m.

Problem 2.17.69 Prove that the quotient ring R = F3[x]/(x2 + 1) is
a field of order 9. Exhibit an explicit generator for the multiplicative
group R×.

Problem 2.17.70 True or false? A field of order 27 is a Galois extension
of a field of order 9.

Problem 2.17.71 True or false? If p is a prime and n is a positive
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integer, then a field of order pn contains a subfield of order pm for each
integer 1 ≤ m ≤ n.

Problem 2.17.72 True or false? If F is a finite field and f ∈ F [x] is
irreducible then f ′ 6= 0.

Problem 2.17.73 True or false? If F and K are finite fields whose
additive groups are isomorphic then F and K are isomorphic as rings.

Problem 2.17.74 True or false? If F and K are finite fields whose
multiplicative groups are isomorphic then F and K are isomorphic as
rings.

Problem 2.17.75 True or false? F81 has exactly three subfields count-
ing itself.

Problem 2.17.76 True or false? There is a Galois extension of F8 with
Galois group C2 × C2.

Problem 2.17.77 True or false? There is a Galois extension of F125

with the Galois group C6.

Problem 2.17.78 True or false? Every Galois extension of C is Galois
over R.

Problem 2.17.79 True or false? Let k be a finite field. Then for every
prime p, k has a finite Galois extension with Galois group isomorphic to
the symmetric group Sp.

Problem 2.17.80 Let k be a subfield of an algebraically closed field K
such that the transcendence degree of K over k is finite. Prove that if
ϕ : K → K is a ring homomorphism, which is identity on k, then ϕ is
an automorphism of K.

Solution. First of all ϕ is injective. Now, let B be a (necessarily finite)
transcendence basis. Then ϕ(B) is algebraically independent over k and
has the same order as B. So ϕ(B) is also a transcendence basis for K
and for ϕ(K). Thus K is algebraic over k(ϕ(B)), and hence over ϕ(K).
But ϕ(K) is algebraically closed, so ϕ(K) = K.
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Problem 2.17.81 True or false? A field with exactly 16 elements has
a unique subfield with exactly 8 elements.

Problem 2.17.82 True or false? A field with exactly 16 elements has
a unique subfield with exactly 4 elements.

Problem 2.17.83 True or false? Let f ∈ Fp[x] such that f ′ = 0. Then
the splitting field for f over Fp is not separable over Fp.

Problem 2.17.84 True or false? A field of order 243 contains exctly
one proper subfield.

Problem 2.17.85 True or false? Let K/Fq be a finite extension, and
L,M be two intermediate subfields. Then either L ⊆M or M ⊆ L.

Problem 2.17.86 True or false? In a finite extension of a finite field
every intermediate field is stable (with respect to the Galois group).

Problem 2.17.87 Let K/k be a finite Galois extension and L be an
intermediate field. Prove that L/k is Galois implies GL ⊆ L.

Problem 2.17.88 True or false? The field extension Q(x)/Q(x6) is a
Galois extension.

Problem 2.17.89 Let K/k be a finite field extension and L,M be
intermediate fields. Prove [LM : k] ≤ [L : k][M : k] and show by
example that a strict inequality is possible even if L ∩M = k.

Solution. We know that [LM : k] = [LM : L][L : k], so it suffices to
show that [LM : L] ≤ [M : K]. Let {α1, . . . , αn} be a basis of M over
k. Then, as LM = L(α1, . . . , αn) = L[α1, . . . , αn], whence any element
of LM is an L-linear combination of elements in M , and so the αi span
LM over L. An example is provided by K, the splitting field of x3 − 2
over k = Q. Let ω and τ be distinct complex roots of x3 − 2. Let
Q(ω) = L and Q(τ) = M . Then [L : k] = [M : k] = 3 and so L∩M = k

but LM = K, and [K : k] = 6.

Problem 2.17.90 True or false? The splitting field K for x3 − 5 over
Q has exactly three automorphisms.

Problem 2.17.91 Let k be a field, p(x) be an irreducible polynomial
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in k[x] of degree n, and let K be a Galois extension of k containing a
root α of p(x). Let G = Gal(K/k), and Gα be the set of all σ ∈ G with
σ(α) = α.

(a) Show that Gα has index n in G.
(b) Show that if Gα is normal in G, then p(x) splits in the fixed field

of Gα.

Solution. Note that G acts transitively on the roots of p. Moreover, p
must be separable as α belongs to the separable extension K of k, and
so p has n roots. This proves (a). Note further that G∗α = k(α). If Gα
is normal it follows from the fundamental theorem that k(α) is normal,
which implies (b).

Problem 2.17.92 Let k(α)/k be an field extension obtained by adjoin-
ing a root α of an irreducible separable polynomial f ∈ k[x]. Then there
exists an intermediate field k ( F ( k(α) if and only if the Galois group
Gal(f ; k) is imprimitive. If the group is imprimitive then the subfield F
can be chosen so that [F : K] is equal to the number of imprimitivity
blocks.

Solution. We proved in Problem 2.17.91 that k(α) = G∗α. Moreover a
transitive permutation group G = Gal(f ; k) on the roots is primitive
if and only if the point stabilizer Gα is maximal. This proves the first
claim, thanks to the Galois correspondence. If G is imprimitive, we can
choose an overgroup H which is maximal and [G : H] equals the number
of the imprimitivity blocks (choose H to be a stabilizer of the block B
containing α). Now take F = H∗.

Problem 2.17.93 Let K/k be a Galois extension and p be a prime
number.

(a) Prove that K has an intermediate subfield L such that [K : L] is
a prime power.

(b) Prove that if L1 and L2 are intermediate subfields with [K : L1],
[K : L2] both p-powers, and [L1 : k], [L2 : k] both prime to p, then L1

is k-isomorphic to L2.

Problem 2.17.94 True or false? Let K/k be a field extension with
1 < [K : k] <∞. Then |Gal(K/k)| > 1.

Problem 2.17.95 True or false? The Galois group Gal(Q( 3
√

5)/Q) is
cyclic of order 3.
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Problem 2.17.96 True or false? tr.deg(C/Q) is infinite.

Problem 2.17.97 Show that F is algebraically closed if and only if F
has no proper algebraic extensions.

Problem 2.17.98 There exist field extensions E/k that do not have an
intermediate field K with K/k algebraic and E/K purely transcenden-
tal.

Solution. An example of such is given by C/Q. Indeed, assume that K
is an intermediate field such that K/Q is algebraic. Then K ( C. As C
is algebraically closed, the result now follows from the following claim:
purely transcendental extension is never algebraically closed. To prove
the claim, consider a purely transcendental extension F (B)/F for any
field F . Here B is a transcendence basis of F (B) over F . Let x ∈ B.
Then the polynomial y2−x ∈ F (B)[y] does not split in F (B): otherwise
there is an element p/q = p(x, x1, . . . , xn)/q(x, x1, . . . , xn) ∈ F (B) with
(p/q)2 = x or p2 = xq2, which is a contradiction because the degree of
the left hand side with respect to x is even and the degree of the right
hand side with respect to x is odd.
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Modules

3.1 Definition and the first properties

The idea of a module is similar to that of a group acting on a set, except
that there is more structure. Roughly speaking, a module is a ‘ring
acting on an abelian group’. As usual we assume that all rings have 1.

Definition 3.1.1 Let R be a ring.
A left R-module is an abelian group V together with a map

R× V → V, (r, v) 7→ rv

(called the left action of R on V or left R-module structure on V ) such
that

(i) r1(r2v) = (r1r2)v for all r1, r2 ∈ R, v ∈ V ;
(ii) r(v1 + v2) = rv1 + rv2 for all r ∈ R, v1, v2 ∈ V ;
(iii) (r1 + r2)v = r1v + r2v for all r1, r2 ∈ R, v ∈ V ;
(iv) 1v = v for all v ∈ V .

A right R-module is an abelian group V together with a map

V ×R→ V, (r, v) 7→ vr

(called the right action of R on V or right R-module structure on V )
such that

(i) (vr1)r2 = v(r1r2) for all r1, r2 ∈ R, v ∈ V ;
(ii) (v1 + v2)r = v1r + v2r for all r ∈ R, v1, v2 ∈ V ;
(iii) v(r1 + r2) = vr1 + vr2 for all r1, r2 ∈ R, v ∈ V ;
(iv) v1 = v for all v ∈ V .

If S is another ring, and V is both left R-module and right S-module,
such that r(vs) = (rv)s for all r ∈ R, s ∈ S, and v ∈ V , then we say
that V is an (R,S)-bimodule. If R = S, we speak of an R-bimodule.

121



122 Modules

If we want to emphasize that V is a left R-module (resp. right R-
module, resp. (R,S)-bimodule) we write RV (resp. VR, resp. RVS).

Even before we consider the first examples, some informal remarks
are in order. First of all, informally speaking there is not much differ-
ence between left and right modules. To be more precise, the following
construction construction ‘reduces’ right modules to left modules. If R
is a ring, the opposite ring Rop has the same underlying abelian group
as R and the opposite multiplication r ∗ s = sr. Now, given a right
R-module V we can define the left Rop-module V op via rv = vr. It is
not hard to believe that V and V op have the ‘same properties’ (this will
be made precise later when we understand what kind of properties are
of interest). Note that if R is commutative, R = Rop, and ‘there is no
difference’ between left and right R-modules. So in this case we will just
speak of R-modules.

Here are the first examples.

Example 3.1.2 (i) If F is a field, the F -module is the same as F -vector
space.

(ii) The notion of an abelian group is equivalent to the notion of a
Z-module (make sure you agree).

(iii) If R is a ring, the ring multiplication defines on R the structure
of a left R-module (resp. right R-module, resp. R-bimodule) called the
regular (bi)module. The notation is RR, RR or RRR, respectively. More
generally, if R ⊆ S is a subring, then ring multiplication defines on R the
structure of a left S-module (resp. right S-module, resp. S-bimodule).

(iv) If I is a left ideal in R then R/I is naturally a left R-module.
(v) If V is an F -vector space and θ is a linear transformation of V , V

becomes an F [x]-module where x acts as θ.

The following properties follow immediately from the definition.

Lemma 3.1.3 Let V be a left R-module. Then

r0 = 0, 0v = 0, r(v − w) = rv − rw, (r − s)v = rv − sv

for all r, s ∈ R, v, w ∈ V .

We note that like with group actions on sets, there is another way to
think about left R-modules: having an R-module structure on an abelian
group V is equivalent to having a ring homomorphism R → End(V ),
where End(V ) is the ring of all group homomorphisms from V to itself.
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The kernel of this homomorphism is called the annihilator of V , denoted
Ann(V ) or AnnR(V ). In other words,

Ann(V ) = {r ∈ R | rv = 0 for any v ∈ V }.

The module V is called faithful if Ann(V ) = 0. If S is any subset of V
we denote by Ann(S) the set of all r ∈ R which annihilate every element
in S. Note that Ann(S) is a left ideal in R. We need more definitions.

Definition 3.1.4 Let V,W be two left R-modules. A homomorphism
from V to W (also called R-homomorphism) is a homomorphism

ϕ : V →W

of abelian groups such that ϕ(rv) = rϕ(v) for all r ∈ R and v ∈ V . The
set of all homomorphisms from V to W is denoted by HomR(V,W ). It
has a natural structure of an abelian group.

Surjective (resp. injective, resp. bijective) homomorphism is called
monomorphism (resp. epimorphism, resp. isomorphism).

A homomorphism from V to V is also called an endomorphism of V .
The set of all endomorphisms of V is denoted by EndR(V,W ). It has a
natural structure of ring.

Definition 3.1.5 Let V be a left R-module. A subgroup W ⊆ V is
called a submodule (or R-submodule) if rw ∈ W for all r ∈ R and
w ∈W .

Note that it follows from this definition that a submodule contains
0 ∈ V and so it is a non-empty subset.

Example 3.1.6 Note that submodules of RR (resp. RRR, resp RR) are
precisely left (resp. right, resp. two-sided) ideals of R.

The following is easy to check:

Lemma 3.1.7

(i) If ϕ : V →W is a homomorphism of left R-modules, then kerϕ ⊆
V and imϕ ⊆W are R-submodules.

(ii) Intersection of submodules is a submodule, union of a non-empty
ascending chain of submodules is a submodule.

Let X be a subset of an R-module V . The minimal submodule of V
containing X is called the submodule generated by X and denoted 〈X〉.
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It is clear that 〈S〉 consists of all finite linear combinations of the form
r1x1 + · · ·+ rnxn with ri ∈ R, xi ∈ X. An R-module V is called cyclic
if it is generated by a single element: V = 〈v〉 for some v ∈ V . In this
case we also write R = Rv. An R module is called finitely generated if
V = 〈v1, . . . , vn〉 for some v1, . . . , vn ∈ V .

If {Vi}i∈I is a family of R-submodules in V , their sum is defined as∑
i∈I

Vi := 〈∪i∈IVi〉.

It is easy to see that
∑
i∈I Vi consists of all sums

∑
i∈I vi, where vi ∈ Vi

and all but finitely many vi’s are zero.
The notion of a quotient module is defined in an obvious way and we

leave it as an exercise. Another standard (and highly recommended!)
exercise is to state and prove the three isomorphism theorems and the
correspondence theorem.

Lemma 3.1.8 A left R-module is cyclic if and only if it is isomorphic
to R/I for some left ideal I in R. If V = Rv then V ∼= R/Ann(v). If R
is commutative then Ann(Rv) = Ann(R).

Proof The module R/I is cyclic because it is generated by the coset
1+ I. On the other hand, if V = Rv, then the map RR→ V, r 7→ rv is a
surjective R-module homomorphism, whose kernel is Ann(v), so by the
First Isomorphism Theorem, we have V ∼= R/Ann(v). The rest is clear.

3.2 Direct sums and products

Definition 3.2.1 Let {Vi}i∈I be a family of left R-modules.

The direct product of the this family of modules is defined to be the
cartesian product of the corresponding sets, i.e. the set

∏
i∈I Vi of all

families (vi)i∈I such that vi ∈ Vi for all i ∈ I, with the pointwise opera-
tions:

(vi)i∈I + (wi)i∈I = (vi + wi)i∈I , r(vi)i∈I = (rvi)i∈I .

If I = ∅ then the product is interpreted as (0). If I = {1, 2, . . . , n} we
also write V1 × · · · × Vn.
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The direct sum of the family {Vi}i∈I is the submodule⊕
i∈I

Vi := {(vi)i∈I ∈
∏
i∈I

Vi | vi = 0 for almost all i} ⊆
∏
i∈I

Vi.

If I = {1, 2, . . . , n} we also write V1 ⊕ · · · ⊕ Vn.

Of course, there is no difference between finite direct products and
direct sums: V1 ⊕ · · · ⊕ Vn = V1 × · · · × Vn. This is not the case for the
infinite families.

The direct product
∏
i∈I Vi comes with natural projections

πi :
∏
i∈I

Vi → Vi, (vi)i∈I 7→ vi (i ∈ I),

and the direct sum
∑
i∈I Vi comes with natural injections

ιi : Vi →
⊕
i∈I

Vi, (i ∈ I),

where ιi(vi)j = vi if j = i and 0 otherwise. The following follows easily

Lemma 3.2.2 Natural injections ιi : Vi →
⊕

i∈I Vi, (i ∈ I) are
indeed injective. Moreover every v ∈

⊕
i∈I Vi, (i ∈ I) can be written

uniquely in the form v =
∑
i∈I ιi(vi), with almost all vi = 0.

We have the following important universal properties:

Theorem 3.2.3

(i) Let V be a left R-module and {ϕi : V → Vi}i∈I be a family of
R-module homomorphisms. Then there exists a unique R-module
homomorphism ϕ : V →

∏
i∈I Vi such that the following diagram

commutes for every i ∈ I:

V

∏
i∈I

Vi

Vi

p p p p p p p-ϕ

@
@

@@R
ϕi

?
πi

(ii) Let V be a left R-module and {ϕi : Vi → V }i∈I be a family of
R-module homomorphisms. Then there exists a unique R-module
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homomorphism ϕ :
∑
i∈I Vi → V such that the following diagram

commutes for every i ∈ I:

Vi

⊕
i∈I

Vi V

@
@

@
@R

ϕi

?

ιi

p p p p p p p-
ϕ

Proof We prove (ii). Define

ϕ :
⊕
i∈I

Vi → V, (vi)i∈I 7→
∑
i∈I

ϕi(vi).

Note that this definition makes sense and the map has the desired prop-
erties. On the other hand if ϕ ◦ ιi = ϕi for all i then ϕ must be given
by this formula.

Corollary 3.2.4 Let {Vi}i∈I be a family of left R-modules, and V be an-
other left R-module. Then there exists natural isomorphisms of abelian
groups

HomR(
⊕
i∈I

Vi, V ) ∼=
∏
i∈I

HomR(Vi, V )

and

HomR(V,
∏
i∈I

Vi) ∼=
∏
i∈I

HomR(V, Vi).

In particular, if V1, . . . , Vn and W1, . . . ,Wm are left R-modules, we have
a natural isomorphism

HomR(
n⊕
i=1

Vi,

m⊕
j=1

Wj) ∼=
⊕

1≤i≤n, 1≤j≤m

HomR(Vi,Wj).

Note that a family of module homomorphisms {ϕi : Vi → Wi}i∈I
induces natural module homomorhisms∏

i∈I
ϕi :

∏
i∈I

Vi →
∏
i∈I

Wi, and
⊕
i∈I

ϕi :
⊕
i∈I

Vi →
⊕
i∈I

Vi.

The map
⊕

i∈I ϕi should not be confused with the map
∑
i∈I ϕi which

appears in the following circumstances. Given a family of module ho-
momorphisms {ϕi : V → W}i∈I , such that for every v ∈ V we have
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ϕi(v) = 0 for almost all i, we have the map∑
i∈I

ϕi : V →W, v 7→
∑
i∈I

ϕi(v).

We give another characterization of direct sums.

Lemma 3.2.5 Let V, {Vi}i∈I be left R-modules. Then V ∼=
⊕

i∈I Vi if
and only if there exist homomorphisms Vi

µi→ V
ρi→ Vi such that

(i) ρi ◦ µi = idVi
;

(ii) ρi ◦ µj = 0 whenever i 6= j;
(iii) for each v ∈ V , ρi(v) = 0 for almost all i;
(iv)

∑
i∈I µi ◦ ρi = idV .

Proof If V =
⊕

i∈I Vi then we can take µi to be the standard injections
and ρi to be the standard projections.

Conversely, by Lemma 3.2.3(ii), there exists a homomorphism θ :⊕
i∈I Vi → V such that θ ◦ ιi = µi. Moreover, θ((vi)i∈I) =

∑
i∈I µi(vi).

If θ((vi)i∈I) = 0, then for every j, using (i) and (ii), we have

0 = ρj(
∑
i∈I

µi(vi)) = vj ,

whence θ is injective. If w ∈ V , then v := ((ρi(w))i∈I) ∈
⊕

i∈I Vi by
(iii), and (iv) yields w =

∑
i∈I µi(ρi(w)) = θ(v). So θ is surjective.

The most important special case of the lemma is given by

Corollary 3.2.6 A left R module X is isomorphic to a direct sum of
left R-modules V ⊕W if and only if there exist homomorphisms

V
µ -�
π

X
ρ -�
ν

W

such that π◦µ = idV , ρ◦ν = idW , π◦ν = 0, ρ◦µ = 0, and µ◦π+ν ◦ρ =
idX .

Direct sums can also be characterized in terms of submodules rather
than homomorphisms. The following result is a converse to Lemma 3.2.2.

Lemma 3.2.7 Assume that {Vi}i∈I is a family of R-submodules in a
left module V . If every element v ∈ V can be written uniquely in the
form v =

∑
i vi with vi ∈ Vi for all i and vi = 0 for almost all i, then

V ∼=
⊕

i∈I Vi.
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Proof The inclusion homomorphisms Vi → V induce a homomorphism
θ :

⊕
i∈I Vi → V such that θ((vi)i∈I) =

∑
i∈I vi for every (vi)i∈I ∈⊕

i∈I Vi. The hypothesis shows that θ is bijective.

Definition 3.2.8 A left R-module V is the internal direct sum of sub-
modules {Vi}i∈I if every element v ∈ V can be written uniquely in the
form v =

∑
i vi with vi ∈ Vi for all i and vi = 0 for almost all i, then

V ∼=
⊕

i∈I Vi.

The notation
⊕

i∈I Vi is also used to denote internal direct sums,
which is justified by Lemma 3.2.7.

Proposition 3.2.9 A left R-module V is the internal direct sum of
submodules {Vi}i∈I if and only if

(i) Vi ∩ (
∑
j 6=i Vj) = 0 for all i ∈ I;

(ii) V =
∑
i∈I Vi.

Proof “ ⇒ ” It is clear that V =
∑
i∈I Vi. If vi ∈ ∩(

∑
j 6=i Vj) then

vi =
∑
j 6=i vj can be written in this form in two ways, unless vi = 0.

“ ⇐ ” By (ii) every element v ∈ V can be written in the form v =∑
i∈I vi with vi ∈ Vi for all i and vi = 0 for almost all i. If

∑
i∈I vi =∑

i∈I wi then for each i we have vi−wi =
∑
j 6=i(wj−vj) ∈ Vi∩(

∑
j 6=i Vj),

which is 0 by (i).

Corollary 3.2.10 A left R-module X is the internal direct sum of its
submodules V and W if and only if V ∩W = 0 and V +W = X.

3.3 Simple and Semisimple modules

The following notion of a simple module is very important. It is similar
to the notion of a simple group in the sense that simple modules are
building blocks for more complicated modules, just like simple groups
are building blocks for all finite groups.

Definition 3.3.1 A left R-module V is called simple (or irreducible) if
V 6= 0 and V has no submodule different from 0 and V .

Example 3.3.2 (i) If F is a field, we saw that an F -module is the same
as F -vector space. Such module is simple if and only if the corresponding
vector space has dimension 1.
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(ii) We saw a Z-module is the same as an abelian group G. It is
irreducible if and only if the group is non-trivial and has no subgroups
except {1} and itself. So the module is irreducible if and only if G ∼= Cp,
a cyclic group of a prime order.

The easiest (but not the only!) way to build more general modules
out of simple modules is by taking direct sums. The modules obtained
by this method are called semisimple.

Definition 3.3.3 A left R-module V is called semisimple (or completely
reducible) if for any submodule W ⊆ V there is a submodule X ⊆ V

such that V = W ⊕X.

Lemma 3.3.4 Any submodule and factor-module of a semisimple mod-
ule is semisimple.

Proof Let V be a semisimple module and W ⊆ V . Now, let Y be a
submodule of W . As Y is also a submodule of V there is a submodule
Z ⊆ V such that V = Y⊕Z. Then it is easy to see thatW = Y⊕(Z∩W ).
Moreover, V = W ⊕X for some submodule X ⊆ V , and V/W ∼= X, so
the result for quotient follows from the result on submodule.

Theorem 3.3.5 Let V be a left R-module. Then the following are equiv-
alent:

(i) V is semisimple;
(ii) V is a direct sum of simple submodules;
(iii) V is a sum (not necessarily direct) of simple submodules.

Proof We may assume that V 6= 0—otherwise the theorem is obvious.
(i) ⇒ (ii) We first show that any nonzero submoduleW ⊆ V contains

a simple submodule. For a fixed element w ∈ W \ {0} consider the set
of all submodules W ′ ⊆ W such that w 6∈ W ′. This set is non-empty,
as it contains the zero submodule. By Zorn’s Lemma, there exists a
submodule W0 which is a maximal element of this set. By Lemma 3.3.4,
W is semisimple, so W = W0 ⊕ W1 for some submodule W1 ⊆ W .
We claim that W1 is irreducible. Indeed, if W2 is a proper submodule
of W1, then W1 = W2 ⊕ W3, and W = W0 ⊕ W2 ⊕ W3. Moreover,
(W0 +W2)∩ (W0 +W3) = W0, so either w 6∈W0 +W2 or w 6∈W0 +W3,
which contradicts the maximality of W0.

Now, let {Xα}α∈A be the set of all simple submodules of V . By
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the previous paragraph this set is non-empty. Let B be the set of all
subsets B ⊆ A such that the sum

∑
α∈B Xα is direct. It is easy to

check the conditions of Zorn lemma to deduce that there is a maximal
element B0 ∈ B, and we just have to verify that V = W ′ :=

∑
α∈B0

Xα.
Well, otherwise write V = W ′ ⊕W ′′ and pick an irreducible submodule
Xβ ⊆ W ′′. Then the sum Xβ +

∑
α∈B0

Xα is direct which contradicts
the maximality of B0.

(ii) ⇒ (iii) is obvious.
(iii) ⇒ (i) Let W ⊆ V be a submodule. Choose W ′ ⊆ V to be a

maximal among submodules Y ⊆ V such that Y ∩ W = 0. We just
need to prove that V = W + W ′. Well, otherwise there is an element
v ∈ V \ (W +W ′). By assumption (iii), we may write v = v1 + · · ·+ vn,
where vi is an element of a simple submodule Vi ⊆ V . As v 6∈W +W ′,
we must have vi 6∈W+W ′ for some vi. Hence Vi∩(W+W ′) = 0. Hence
W ′ ( W ′ + Vi and (W ′ + Vi)∩W = 0. This contradicts the maximality
of W ′.

3.4 Finiteness conditions

To develop a reasonable theory of modules we often have to assume that
they are not too large in such or another sense. There are different ways
to make this formal, and these are studied in this section.

Definition 3.4.1 Let V be a left R-module.
(i) We say that V satisfies A.C.C. (or V is noetherian) if every as-

cending sequence

V1 ⊆ V2 ⊆ · · · ⊆ Vi ⊆ . . .

terminates, i.e. there exists n such that Vi = Vn for all i ≥ n.
(ii) We say that V satisfies D.C.C. (or V is artinian) if every descend-

ing sequence

V1 ⊇ V2 ⊇ · · · ⊇ Vi ⊇ . . .

terminates, i.e. there exists n such that Vi = Vn for all i ≥ n.

Definition 3.4.2 Let R be a ring. We say that R is left noetherian
(resp. left artinian) if so is the left regular module RR.

Remark 3.4.3 (i) One can also define the obvious notions of right
noetherian and right artinian. If the rings are commutative, there is
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of course no difference, and we just speak of noetherian and artinian
commutative rings. In the non-commutative case however, there are
examples of rings which are left artinian and left noetherian but not
right artinian or right noetherian, see Problem 3.17.1 from §3.17.

(ii) In case of the rings one should not consider the conditions of being
artinian and noetherian as somehow opposite to each other. Indeed, it
will turn out that every artinian ring is also noetherian (quite amazing,
isn’t it?).

Lemma 3.4.4 Let V be a left R-module.

(i) V satisfies A.C.C. if and only if every non-empty subset of sub-
modules in V has a maximal element (by inclusion).

(ii) V satisfies D.C.C. if and only if every non-empty subset of sub-
modules in V has a minimal element (by inclusion).

Proof Obvious.

Lemma 3.4.5 Let V be a left R-module and W ⊆ V be a submodule.
Then

(i) V satisfies A.C.C. if and only if W and V/W do.
(ii) V satisfies D.C.C. if and only if W and V/W do.

Proof We prove (i) and leave (ii) as an exercise. If V satisfies A.C.C.
then it is clear that W does. To see this for V/W use the correspondence
theorem. Conversely, assume that both W and V/W satisfy A.C.C.
Let V1 ⊆ V2 ⊆ . . . be an ascending chain of submodules in V . Then
W ∩ V1 ⊆W ∩ V2 ⊆ . . . is an ascending chain of submodules in W , and
(V1 +W )/W ⊆ (V2 +W )/W ⊆ . . . is an ascending chain of submodules
in V/W . Since both sequences terminate, there exists n such that Vn ∩
W = Vm ∩W and (Vn +W )/W = (Vm +W )/W for all m ≥ n. Then
Vn + W = Vm + W for all m ≥ n. This implies that Vn = Vm for all
m ≥ n: if v ∈ Vm then v ∈ Vm +W = Vn +W , so v = x+w for x ∈ Vn
and w ∈ W . Now, w = v − x ∈ Vm ∩W = Vn ∩W ⊆ Vn. Thus v ∈ Vn.

We prove two more facts about noetherian modules.

Proposition 3.4.6 A left R-module V satisfies A.C.C. if and only if
every submodule of V is finitely generated.
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Proof If the module does not satisfy A.C.C. there is an infinite strictly
increasing chain of submodules:

V1 ( V2 ( · · · ( Vi ( . . . .

Let W = ∪∞i=1Vi. This is a submodule of V . Assume W = 〈v1, . . . , vn〉.
Then there is N such that all vj ∈ VN , and so 〈v1, . . . , vn〉 ⊆ VN ( W ,
giving a contradiction. The argument is easily reversed.

Theorem 3.4.7 Let R be a left noetherian ring and V be a left R-
module. Then V is noetherian if and only if it is finitely generated.

Proof By Proposition 3.4.6 we only have to prove the ‘if’-part. Now,
if V = 〈v1, . . . , vn〉, let Vi = 〈v1, . . . , vi〉. Then for every i, Vi/Vi−1 is
cyclic, so is a quotient of RR, and so noetherian by Lemma 3.4.5. Now
V is noetherian using induction and Lemma 3.4.5 again.

3.5 Jordan-Hölder and Krull-Schmidt

Definition 3.5.1 A composition series of a left R-module is a finite
chain of submodules

V = V0 ⊃ V1 ⊃ V2 ⊃ · · · ⊃ Vm = 0

such that the quotients Vi/Vi+1 are simple for all i = 0, 1, . . . ,m − 1.
The simple modules Vi/Vi+1 are called its composition factors.

Of course a composition series for a module V does not have to exist
(consider ZZ). If it does, we say that V has finite length.

Theorem 3.5.2 A left R-module V has a finite length if and only if it
satisfies A.C.C. and D.C.C.

Proof Let V satisfy A.C.C. and D.C.C. Then by Lemma 3.4.4, in the
set of all proper submodules of V there exists a maximal element V1.
Now, either V1 = 0 or in the set of all proper submodules of V1 there
exists a maximal element V2. As V satisfies D.C.C, this process must
stop after finitely many steps, providing us with a composition series.

The converse follows using Lemma 3.4.5 and induction.
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Let

V = X1 ⊃ X2 ⊃ · · · ⊃ Xm+1 = 0,

V = Y1 ⊃ Y2 ⊃ · · · ⊃ Yn+1 = 0

be two composition series of V . We say that they are equivalent if m = n

and there is a permutation σ ∈ Sn such that Yi/Yi+1
∼= Xσ(i)/Xσ(i)+1

for all 1 ≤ i ≤ n.

Theorem 3.5.3 (Jordan-Hölder) Let V be a left R-module of finite
length. Then any two composition series of V are equivalent.

Proof Chose two composition series:

V = X0 ⊃ X1 ⊃ X2 ⊃ · · · ⊃ Xm = 0, (3.1)

V = Y0 ⊃ Y1 ⊃ Y2 ⊃ · · · ⊃ Yn = 0, (3.2)

and apply induction on n. If n = 1 then V is simple, and the result is
clear. Let n > 1. If X1 = Y1, then just apply the inductive assumption.
Otherwise we have X1 + Y1 = V , and

V/X1 = (X1 + Y1)/X1
∼= Y1/(X1 ∩ Y1),

V/Y1 = (X1 + Y1)/Y1
∼= X1/(X1 ∩ Y1).

(3.3)

Choose a composition series of X1 ∩ Y1:

X1 ∩ Y1 = Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · ⊃ Zk = 0.

Then we have two different composition series for V :

V = X0 ⊃ X1 ⊃ X1 ∩ Y1 = Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · ⊃ Zk = 0, (3.4)

V = Y0 ⊃ Y1 ⊃ X1 ∩ Y1 = Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · ⊃ Zk = 0, (3.5)

which clearly have the same set of composition factors up to permuta-
tion. Now, by induction, (3.1) and (3.4) are equivalent, in particular
k = n− 2. So we can apply induction to deduce that (3.2) and (3.5) are
equivalent. Hence (3.1) and (3.2) are equivalent, as required.

The following picture illustrates the main idea of the proof:
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X2 X3 . . . Xm 0

�
X1

�V/X1 @V/Y1

V X1 ∩ Y1 Z1 . . . Zk 0

@
V/Y1

�
V/X1

Y1

@
Y2 Y3 . . . Ym 0

There is another way to approach a notion of a building block for an
R-module.

Definition 3.5.4 A left R-module V is called indecmposable if V 6=
0 and it cannot be presentaed as a direct sum of its two non-trivial
submodules.

It is clear that irreducible modules are indecomposable, but the con-
verse does not have to be true. For example Z/4Z is indecomposable
but not irreducible Z-module.

The role of indecomposable module is explained by the fact that any
finite length module can be decomposed as a direct sum of finitely many
indecomposable modules, and the latter are defined uniquely up to an
isomorphism:

Theorem 3.5.5 (Krull-Schmidt) Let V be a left R-module of fi-
nite length. Then V can be decomposed as a finite direct sum of its
indecomposable submodules. Moreover, if V = X1 ⊕ · · · ⊕ Xm and
V = Y1 ⊕ · · · ⊕ Yn are two such decompositions, then m = n and there
is a permutation σ ∈ Sn such that Xi

∼= Yσ(i) for all 1 ≤ i ≤ n.

We skip the proof of this theorem (sorry!)

3.6 Free modules

Of all modules, free modules are most like vector spaces. On the other
hand, they have universal properties like those enjoyed by free groups.
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Definition 3.6.1 Let V be a left R-module and X be a subset of V .

(i) X is linearly independent (over R) in case
∑
x∈X rxx = 0, with

rx ∈ R and almost all rx = 0, implies rx = 0 for all x.

(ii) A basis of V is a linearly independent subset which generates V .

(iii) We say that V is free on X if X is a basis of V . We say that V
is free if it has a basis.

It is clear that V is free on X if and only if every element v ∈ V can be
written uniquely as a linear combination v =

∑
x∈X rxx where rx ∈ R

and almost all rx = 0.
The following proposition classifies free R-modules.

Proposition 3.6.2 Let R be a ring.

(i) A left R-module is free if and only if it is isomorphic to a direct
sum

⊕
i∈I RR (for some I) of regular modules.

(ii) A left R-module has basis X if and only if it is isomorphic to⊕
x∈X RR. Conversely, for any set I, the module

⊕
i∈I RR is

free on the set {ei}i∈I where ei has components (ei)i = 1 and
(ei)j = 0 for j 6= i.

Proof Of course (i) follows from (ii). It is clear that
⊕

i∈I RR is free on
{ei}i∈I . For the converse, let V have basis X. The universal property
of a direct sum yiels a map θ :

⊕
x∈X RR → V, (rx)x∈X 7→

∑
x∈X rxx,

which is an isomorphism by the properties of bases.

Corollary 3.6.3 For every set X there exists a free left R-module with
basis X, and it is unique up to isomorphism.

Theorem 3.6.4 (Universal property of Free Modules) Let F be a
left R-module free on X. Then for every left R-module V and every map
f : X → V , there exists a unique R-module homomorphism f̂ : F → V

with f̂(x) = f(x) for all x ∈ X, see the diagram below.

F

X V

p p p p p p p pR

f̂6

-
f
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Proof The homomorphism f̂ must preserve linear combinations, and so
send

∑
rxx to rxf(x). Since X is a basis for F , there exists a unique

such map f̂ , which clearly is a module homomorphism.

Corollary 3.6.5 A left R-module which generated by a subset X is a
homomorphic image of the free left R-module on X.

Just like for groups, we can use free modules to describe arbitrary
modules by generators and relations. We do not pursue this here.

Instead, let us note that, unlike vector spaces, the notion of ‘dimen-
sion’ of a free module is not well-defined in general. For example the
regular module RR has basis, which consists of just one element {1}. On
the other hand, it might happen for some rings that RR also has a basis
with two elements, see Problem 3.17.5. However, this does not happen if
the free module has an infinite basis (use a cardinality argument). An-
other important case when the ‘dimension’ happens to be well-defined
is that of a commutative ring:

Theorem 3.6.6 If R is commutative, then all bases of a free R-module
have the same number of elements.

Proof Let F be a free R-module with a basis X. Let I be a maximal
ideal of R, and k := R/I. Then k is a field. Note that IF consists of
all elements of the form

∑
x∈X rxx such that all rx ∈ I. Consider F/IF

as a k-vector space. It is easy to check that {x+ IF | x ∈ B} is a basis
of this vector space. As we know that dimensions of vector spaces are
well-defined, the theorem follows.

Yet another important case where all bases have the same cardinality
is when R is a division ring. This is proved in the same manner as for
the vector spaces over fields.

When all bases of a free left R-module have the same number of ele-
ments, that number is called the rank of the module. For example, every
free abelian group has a rank.

3.7 Modules over PID’s

In this section we recall some basic facts about PID’s and then study
finitely generated modules over PID’s. Throughout the section we as-
sume that R is a PID. Here is a list of facts which I assume you know:
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• The definition of a PID.
• Examples of PIDs: Euclidean domains, such as integers Z, poly-

nomials over a field F [x], Gaussian integers Z[i] (There are PID’s
which are not euclidean, but examples are rather technical). Ex-
amples of domains which are not PID’s: Z[x], F [x, y].

• Any PID is noetherian.
• An element r of a PID is irreducible if and only if it is prime if

and only if (r) is a non-zero maximal ideal (a non-zero, non-unit
element of a domain is called irreducible if it can not be written
as a product of two non-units; a non-zero, non-unit element p
of a domain is called prime if p | ab implies p | a or p | b or,
equivalently, if (p) is a prime ideal).

• PID is a UFD. This means two things: (a) in a PID every non-zero
non-unit is a product of irreducible elements; (b) if two products
of irreducible elements p1p2 . . . pm = q1q2 . . . qn are equal, then
m = n, and up to a permutation we have (pi) = (qi).

• The notion of the LCM and GCD in PID’s. If d = (a, b) is the
GCD of a and b (defined up to a unit) then (a) + (b) = (d).
If a = pa1

1 . . . pan
n and b = pb11 . . . pbn

n are decompositions into
irreducible factors, then (a, b) = pc11 . . . pcn

n where ci = min(ai, bi)
for all i (note the equalities are up to a unit).

Lemma 3.7.1 Let R be a PID, and V be a free R-module with finite
basis {v1, . . . , vn}. Every submodule W of F is free and rankW ≤ n.

Proof Induction on n, starting from n = 0. Let n > 0. Every element
w ∈W can be written uniquely in the form w = r1v1 + · · ·+ rnvn where
ri ∈ R. The set of all coefficients r1 when w runs over W is an ideal
I / R. As R is a PID, there exists s ∈ R such that I = (s). Then
w1 = sv1 + · · · + rnvn for some w1 ∈ W . Set V ′ = Rv2 ⊕ · · · ⊕ Rvn.
By induction, the submodule V ′ ∩W has a basis w2, . . . , wm for some
m ≤ n. Moreover, it is clear that {w1, w2, . . . , wm} is a basis of W
(except for the case s = 0 when the element w1 is absent).

For a converse to Lemma 3.7.1, see Problem 3.17.14.
The study of finitely generated R-modules is closely related with the

theory of invariant factors of rectangular matrices over R. The matrices
appear as follows. Let {v1, . . . , vn} be a basis of V . For a matrix X =
(xij) ∈ Mn(R) (the ring of n by n matrices with entries in R), define
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the elements v′1, . . . , v
′
n ∈ V via

(v′1, . . . , v
′
n) = (v1, . . . , vn)X,

i.e. v′i =
∑n
j=1 xjivj . It is easy to see that {v′1, . . . , v′n} is a basis of V if

and only if the matrixX is unimodular, i.e. there exists Y ∈Mn(R) such
that XY = Y X = In, which is equivalent to the fact that detX ∈ R×

(R× denotes the units in R).
Now let W ⊆ V be a submodule, and {w1, . . . , wm} be a basis of W .

We know that m ≤ n. We can write

(w1, . . . , wm) = (v1, . . . , vn)A,

for some A ∈Mn,m(R) (n×m matrices over R). Assume that we have
new bases in V and W :

(v′1, . . . , v
′
n) = (v1, . . . , vn)X, (w′1, . . . , w

′
m) = (w1, . . . , wm)Y

for unimodular matrices X ∈Mn(R) and Y ∈Mm(R). Then

(w′1, . . . , w
′
n) = (v′1, . . . , v

′
n)X

−1AY.

Our first goal is to show that the matrices X and Y can be chosen so
that X−1AY = diag(r1, . . . , rm), the matrix in Mn,m(R) with r1, . . . , rm
on the main diagonal, and zeros elsewhere. In fact, this can be done in
a careful way so that certain division properties hold and then we can
even say something about uniqueness of the resulting diagonal matrix,
see Theorems 3.7.3 and 3.7.7 below.

Definition 3.7.2 Two matrices A and B in Mn,m(R) are called equiv-
alent, written A ∼ B, if there exist unimodular matrices X1 ∈ Mn(R)
and X2 ∈Mm(R) such that B = X1AX2.

Theorem 3.7.3 Let R be a PID. Every matrix A ∈Mn,m(R) is equiva-
lent to a matrix of the form diag(δ1, . . . , δk, 0, . . . , 0), where δi ∈ R\{0},
δi divides δi+1 for all 1 ≤ i < k.

Proof We will demonstrate an effective method of reducing any matrix
to the required form using elementary transformations with rows and
columns. Let Xij be the unimodular matrix obtained from the identity
matrix I (of appropriate size) by permuting rows i and j. Note that for
B ∈Mn,m(R), the matrix XijB is obtained from B by permuting rows
i and J , while BXkl is obtained from B by permuting columns k and
l. Now for i 6= j, let Yij(r) = I + rEij be a transvection matrix (of an
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appropriate size). Again Yij(r) is unimodular, and Yij(r)B is obtained
from B by adding the jth row multiplied by r to the ith row, while
BYkl(r) is obtained from B by adding the kth column multiplied by r

to the lth column.
We assume by induction that the theorem is proved for all (n− 1)×

(m− 1) matrices over R and that A 6= 0. Consider the following cases.
Case 1. Some element aij of A divides all other elements. Then

multiplying A on the right and on the left by the matrices of the form
Xkl, we will get a matrix B ∼ A with b11 dividing all other entries. Now
we can use multiplication on the left and on the right with matrices of
the form Yi1(r) and Y1j(r) to get a new matrix C ∼ A of the form(

b11 0
0 C1

)
and all elements of C1 are divisible by b11. By induction, there are
unimodular matrices X1 and Y1 such that Y1C1X1 has the required
form. Let

X =
(

1 0
0 X1

)
, Y =

(
1 0
0 Y1

)
.

Then

C ∼ Y CX =
(
b11 0
0 Y1C1X1

)
.

Moreover, it is easy to see that b11 divides the first diagonal element of
the diagonal matrix Y1C1X1. Thus, Y CX has the required form.

Case 2. None of the elements aij of A divides all other elements.
Let a ∈ R be an entry of the matrix A with the minimal number k of
irreducible factors. As a is not a unit, k > 0. It suffices to show that
A ∼ B where B contains an element which has less than k irreducible
factors. We may assume that a = a11. If a11 divides all elements of the
first row and the first column, then, as in the case 1,

A ∼ B =
(
a11 0
0 B1

)
,

and a11 6 | b for some element b of the matrix B1. Then adding to the first
column of B the column of B containing b, we get a matrix equivalent
to A in which a11 does not divide some element of the first column.
So we may assume from the beginning that a11 does not divide some
element of the first row or column. Assume for definiteness that a11

does not divide an element of the first column. We may assume, passing
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if necessary to an equivalent matrix, that a11 6 | a21. Let d = (a11, a21).
Then (d) = (a11) + (a21), so d = c1a11 + c2a21 for some c1, c2 ∈ R with
(c1)+(c2) = R. So there are elements d1, d2 ∈ R such that d1c1−d2c2 =
1. Then the matrix

X :=

c1 c2
d2 d1

0

0 I


is unimodular, and the matrix XA has an element d in the position
(1, 1). It remains to note that d has less than k irreducible factors.

The elements δi in the theorem above are called invariant factors of
the matrix A. It will follow from Theorem 3.7.7 that they are defined
uniquely up to units in R.

We make some remarks on torsion in R-modules. Let V be an R-
module and v ∈ V . We have Ann(v) = (r) for some element r ∈ R

defined up to a unit. We say that r is the order of v or (r) is the
order ideal of v. If the order ideal of v is non-zero we say that v is
a periodic element; otherwise v is aperiodic. The module V is called
torsion module if all of its elements are periodic; V is torsion-free if
all non-zero elements of V are aperiodic. The following lemma follows
easily from the definitions.

Lemma 3.7.4 Let R be a PID, and V be an R-module. The set T
of all periodic elements of V is a torsion submodule of V , and V/T is
torsion-free.

The submodule T consisting of all periodic elements of V is called the
torsion of V .

Now we make an important step to proving uniqueness of invariant
factors.

Lemma 3.7.5 Let R be a PID, δ be a non-zero non-unit element of R,
and δ = π1 . . . πn, where the elements πi are powers of irreducible factors
of δ (up to units). Then we have an isomorphism of R-modules

R/(δ) ∼= R/(π1)⊕ · · · ⊕R/(πn),

and the modules R/(πi) are indecomposable.

Proof We first prove that R/(πi) is indecomposable. Let πi = pm

for an irreducible element p ∈ R. Note that submodules X ⊆ R/(pn)
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are in one-to-one correspondence with the ideals of R containing (pn).
Hence they form a chain. In particular R/(pn) has a unique minimal
submodule, whence R/(πi) is indecomposable.

Let ζi =
∏
j 6=i πj , 1 ≤ i ≤ n, and denote

ζ̄i = ζi + (δ) ∈ R/(δ).

As GCD(ζ1, . . . , ζn) = 1, there exist elements ξi such that 1 =
∑n
i=1 ξiζi.

It follows that

R/(δ) = Rζ̄1 + · · ·+Rζ̄n.

Moreover, Rζ̄i ∼= R/(πi), and so it just remains to show that the sum is
direct. Assume ηiζ̄i =

∑
j 6=i ηj ζ̄j . There are α, β ∈ R with απi+βζi = 1.

As πiζ̄i = 0, we have

ηiζ̄i = (1− απi)ηiζ̄i = βζi
∑
j 6=i

ηj ζ̄j = 0.

Lemma 3.7.6 Let R be a PID, and δ1 | δ2 . . . | δk, δ′1 | δ′2 . . . | δ′k′ be non-
zero non-unit elements of R such that

R/(δ1)⊕ · · · ⊕R/(δk) ∼= V/W ∼= R/(δ′1)⊕ · · · ⊕R/(δ′k).

Then k = k′ and δi = δ′i up to a unit for all 1 ≤ i ≤ k.

Proof Decompose each δi and δ′i into the products of powers of distinct
irreducible elements:

δi = πi,1 . . . πi,ji , δ′i = π′i,1 . . . π
′
i,j′i
.

Then by Lemma 3.7.5,⊕
1≤i≤k, 1≤m≤ji

R/(πi,m) ∼=
⊕

1≤i≤k′, 1≤m≤j′i

R/(π′i,m),

with all the summands being indecomposable. Let X := {πi,m | 1 ≤
i ≤ k, 1 ≤ m ≤ ji} and {π′i,m | 1 ≤ i ≤ k′, 1 ≤ m ≤ j′i} =: X ′. Then
Krull-Schmidt’s Theorem implies that X = X ′ (some elements might
appear in both sets several times, and we do have that the corresponding
multiplicities are the same).

We claim that the elements δi (resp. δ′i) can be recovered fromX (resp.
X ′). Indeed, note that δk is the LCM of the elements of X, δk−1 is the
LCM of the elements of X, which do not appear in the decomposition
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of δk, etc. The same algorithm works for X ′. As X = X ′, we are done.

Theorem 3.7.7 Let R be a PID, V be a free left R-module of finite
rank, and W ⊆ V be a non-zero submodule. Then there exists a basis
{v1, . . . , vn} of V and non-zero elements δ1, . . . , δk ∈ R (1 ≤ k ≤ n)
such that δi | δi+1 (1 ≤ i < k) and {δ1v1, . . . , δkvk} is a basis of W .
The elements δi are called invariant factors of the pair (V,W ) and are
defined uniquely up to units in R.

Proof The existence of the basis {v1, . . . , vn} and the elements δ1, . . . , δk
follows from Theorem 3.7.3. Assume that {v′1, . . . , v′n} and δ′1, . . . , δ

′
k

also have the desired properties (k is the same as the rank of W is
well-defined). Note that

R/(δ1)⊕ · · · ⊕R/(δk) ∼= V/W ∼= R/(δ′1)⊕ · · · ⊕R/(δ′k).

Now, apply Lemma 3.7.6.

Theorem 3.7.8 Let R be a PID, and V be a finitely generated R-module.
Then

V ∼= (RR)⊕m ⊕R/(δ1)⊕ · · · ⊕R/(δk)

where δ1 | δ2 | . . . | δk are non-zero non-unit elements of R. Moreover, the
number m is defined uniquely and the elements δi are defined uniquely
up to units.

Proof Let V =
∑n
i=1Rvi, and let F = ⊕ni=1Rfi be a free module

with basis {f1, . . . , fn}. Then there exists a surjective homomorphism
θ : F → V,

∑n
i=1 rifi 7→

∑n
i=1 rivi. Let W = ker θ. Then V ∼= F/W .

If W = 0, then V is free. Let W 6= 0. By Theorem 3.7.7, there is a
basis {e1, . . . , en} of F and non-zero non-unit elements δ1 | δ2 | . . . | δk of
R such that W = Rδ1e1 ⊕ · · · ⊕ Rδkek for some k ≤ n. Now it is easy
to see that F/W ∼= R/(δ1)⊕ · · · ⊕R/(δk)⊕ (RR)⊕n−k.

For uniqueness, note that T := R/(δ1) ⊕ · · · ⊕ R/(δk) is the torsion
of V , and that V/T ∼= (RR)⊕m. Now the uniqueness statement follows
from Lemma 3.7.6 and the fact that the rank of free R-modules is well-
defined.

We can decompose the torsion part of the module further:
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Theorem 3.7.9 Let R be a PID and V be a finitely generated torsion
R-module. Then

V ∼= ⊕ni=1R/(πi),

where the πi are prime powers in R. Moreover, the πi are defined
uniquely up to units.

Proof Everything follows from Lemma 3.7.5, Theorem 3.7.8, and Krull-
Schmidt.

Applying the above results to the case R = Z gives

Theorem 3.7.10 (Fundamental Theorem of Abelian Groups) Let
G be a finitely generated abelian group. Then

(i)

G ∼= (C∞)×m × Cδ1 × · · · × Cδk

where δ1 | δ2 | . . . | δk are positive integers greater than 1. More-
over, the numbers m and the δi are defined uniquely.

(ii)

G ∼= (C∞)×m ×
n∏
i=1

Cπi
,

where the πi are prime powers. Moreover, m and the πi are
defined uniquely.

3.8 Normal forms of a matrix over a field

In this section we apply the theory developed for modules over PIDs
to obtain canonical forms of matrices over a field F . Let V be a finite
dimensional vector space over F , and ϕ : V → V be a non-zero linear
operator. We want to find a basis of V in which the matrix of ϕ has a
particularly nice form. The link with the theory of modules comes from
the following easy observation: the vector space V is a module over the
polynomial ring F [x] via the action fv := f(ϕ)v for v ∈ V , f ∈ F [x].

As the dimension of the space End(V ) is finite, the elements id =
ϕ0, ϕ, ϕ2, . . . , ϕN are linearly dependent for sufficiently large N . This
means that there is a non-zero polynomial g ∈ F [x] such that g(ϕ) = 0.
So the annihilator of the module V is a non-trivial proper ideal in F [x].
This annihilator is the principal ideal generated by some polynomial
m(x) defined uniquely up to a unit. Hence the additional requirement
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that this generator m(x) is monic defines m(x) uniquely. Clearly, an-
other way to characterize m is to say that this is the monic polynomial
of minimal possible degree annihilating ϕ. Such polynomial is called the
minimal polynomial of ϕ.

The discussion above shows that the F [x]-module V is torsion. The
discussion above shows that the F [x]-module V is torsion. By Theo-
rem 3.7.8, we can decompose V as a direct sum

V = V1 ⊕ · · · ⊕ Vk

where each Vi is isomorphic to F [x]/(δi), where δ1 | δ2 | . . . | δk are monic
polynomials of positive degree. Moreover, these polynomials are unique.

For any monic polynomial f(x) = xd + ad−1x
d−1 + · · ·+ a0 define its

companion matrix C(f) to be the matrix of the left multiplication by x
in the vector space F [x]/(f) with respect to the basis {1, x, . . . , xd−1}:

C(f) :=



0 0 · · · 0 −a0

1 0 · · · 0 −a1

0 1 · · · 0 −a2

...
0 0 · · · 0 −ad−2

0 0 · · · 1 −ad−1


.

Note that we have identified the action of ϕ on Vi with action of x in
F [x]/(δi). So we have

Theorem 3.8.1 (The First Canonical Form) If ϕ is a linear trans-
formation in a finite dimensional vector space V over an arbitrary field
F , then there exists a basis of V with respect to which the matrix of
ϕ has a block diagonal form diag(C(δ1), . . . , C(δk), where δ1 | δ2 | . . . | δk
are monic polynomials over F of positive degree. Moreover, such pre-
sentation is unique.

Similarly, Theorem 3.7.9 implies

Theorem 3.8.2 (The Second Canonical Form) If ϕ is a linear
transformation in a finite dimensional vector space V over an arbi-
trary field F , then there exists a basis of V with respect to which the
matrix of ϕ has a block diagonal form diag(C(pa1

1 ), . . . , C(pam
m )), where

pa1
1 , . . . , p

am
m are positive powers of irreducible polynomials over F . Such

presentation is unique up to a permutation of blocks.
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If p ∈ F [x] is of degree d, consider the following basis of F [x]/(pa):

{pa−1, xpa−1, . . . , xd−1pa−1, pa−2, xpa−2, . . . , xd−1pa−2, . . . ,

1, x, . . . , xd−1}.

In this matrix the multiplication by x has the following matrix

J(p, a) :=


C(p) M 0 . . . 0 0

0 C(p) M . . . 0 0
...

0 0 0 . . . C(p) M

0 0 0 . . . 0 C(p)

 ,

where M is the m ×m matrix with 1 in the (1,m) position and zeros
elsewhere. We will call this matrix a generalized Jordan block.

Theorem 3.8.3 (Generalized Jordan Normal Form) If ϕ is a lin-
ear transformation in a finite dimensional vector space V over an ar-
bitrary field F , then there exists a basis of V with respect to which the
matrix of ϕ has a block diagonal form diag(J(p1, a1), . . . , J(pm, am)),
where p1, . . . , pm are irreducible polynomials over F , and a1, . . . , am are
positive integers. Such presentation is unique up to a permutation of
generalized Jordan blocks.

Of course, if the field F is algebraically closed then the only irreducible
polynomials are linear, and so the theorem above boils down to the usual
Jordan normal form result.

Finally we are interested in an algorithm for finding the canonical
forms of linear operators. Let A be the matrix of our linear operator ϕ
in some basis. The matrix A−xI can be considered as a matrix over the
polynomial ring F [x]. The proof of Theorem 3.7.3 provides us with the
algorithm for finding invariant factors δ1, . . . , δk and hence elementary
divisors pa1

1 , . . . , p
am
m of A− xI. It is not hard to see that these are the

ones appearing in the canonical forms of ϕ.

3.9 Algebras and Modules over Algebras

Many of our favorite rings are actually more than just rings. For example
the ring F [x] of polynomials over a field F has the additional structure
of a vector space over F . This leads us to the idea of an algebra.
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Definition 3.9.1 Let R be a commutative ring. An R-algebra (or an
associative R-algebra or an associative algebra over R) is a ring A (as
usual with identity) with an additional structure of an R-module such
that a(αb) = (αa)b = α(ab) for all a, b ∈ A, α ∈ R.

Remark 3.9.2 Every ring is automatically a Z-algebra. The most ‘pop-
ular’ algebras are algebras over fields. These are rings with additional
structure of a vector space over a field F such that the natural axiom of
Definition 3.9.1 is satisfied.

Remark 3.9.3 In this course we will only consider associative algebras,
i.e. those whose multiplication is associative, and so we will just call
them algebras. However, not only associative algebras are interesting.
A very important class of non-associative algebras is that of Lie algebras.
A typical example of a Lie algebra is the vector space of all n×nmatrices
over F with multiplication given by [A,B] = AB −BA.

Note that the field F is itself an F -algebra, and every F -algebra has
F as a subalgebra: consider the set of all scalar multiples of 1 ∈ A. Note
that this subalgebra is central.

If A is an F -algebra, we can speak of A-modules because A is a ring
to start with. Note, however, that any A-module is now naturally an
F -vector space, because the subalgebra F ⊆ A acts on it. This allows
us to speak of the dimension of an A-module for example.

3.10 Endomorphism Ring of a Module

Recall that if V is a left R-module then EndR(V ) has a structure of a
ring: if θ, η ∈ EndR(V ) then (θ ± η)(v) = θ(v)± η(v) and θη = θ ◦ η. If
R is an F -algebra then EndR(V ) is also an F -algebra.

The following is an easy exercise:

Lemma 3.10.1 There is an isomorphism of rings EndR(RR)op →̃R

which assigns to each x ∈ R the endomorphism r 7→ rx. If R is an
F -algebra then the map above is an isomorphism of algebras.

Lemma 3.10.2 (Schur’s Lemma) Let V and W be simple left R-
modules.

(i) A module homomorphism from V to W is either 0 or isomor-
phism. In particular, EndR(V ) is a division ring.
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(ii) If R is an F -algebra and F is algebraically closed then EndR(V ) =
{c idV | c ∈ F} ∼= F .

Proof (i) If θ ∈ HomR(V,W ) \ {0} then ker θ 6= V and im θ 6= 0. Hence
ker θ = 0 and im θ = W by simplicity of V and W .

(ii) Now, let R be an F -algebra and F = F̄ . Then any θ ∈ EndR(V )
is a linear operator on V . Let c ∈ F be its eigenvalue. Then θ− c idV ∈
EndR(V ), and θ− c idV has a non-trivial kernel (the c-eigenspace of θ).
It follows from (i) that θ − c idV = 0, i.e. θ = c idV .

Let V be a left R-module and E := EndR(V )op. Then V becomes a
right E-module via evaluation: vθ = θ(v) for v ∈ V , θ ∈ E. Now we
want to address the natural question: what do we know about EndE(V )?
Of course we always have a ring homomorphism

R→ EndE(V ), r 7→ θr, where θr(v) = rv (v ∈ V ). (3.6)

If R is an algebra the map (3.6) is a homomorphism of algebras.
In the special case where V = RR Lemma 3.10.1 implies

Lemma 3.10.3 If V = RR then the map (3.6) is an isomorhism.

For a semisimple V the image of the map (3.6) is ”large” or ”dense”
in EndE(V ) in the sense of Theorem 3.10.6 below. To prove Jacobson
Density Theorem we need to do some preliminary work. Let V be a left
R-module. We denote by V ⊕n an (outer) direct sum of n copies of V .
If f : V → V is a map we denote via f⊕n the map V ⊕n → V ⊕n, which
maps (v1, . . . , vn) to (f(v1), . . . , f(vn)).

For any ring E, let Mn(E) be the ring of n by n matrices over E.
Then, if V is a right E-module, V ⊕n is a right Mn(E)-module in a
natural way: if A = (aij)1≤i,j≤n ∈Mn(E), then

(v1, . . . , vn) ·A = (w1, . . . , wn),

where wi =
∑n
j=1 viaij for all i = 1, 2, . . . , n.

Lemma 3.10.4 Let E be a ring, D = Mn(E), and V be a right E-
module. Then

α : EndE(V ) → EndD(V ⊕n) : f 7→ f⊕n

is a ring isomorphism.
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Proof First of all, if f ∈ EndE(V ), it is clear that f⊕n ∈ EndD(V ⊕n).
Now it is also easy to see that α is an injective ring homomorphism. To
see that α is surjective, let g ∈ EndD(V ⊕n). Denote by ιi : V → V ⊕n the
ith natural injection and by πj : V ⊕n → V the jth natural projection.
Then

gij := πj ◦ g ◦ ιi : V → V ∈ EndZ(V ).

Denote ejk ∈ D the (j, k)-matrix unit. Then ejk acts on V ⊕n as ιj ◦ πk.
So

g((v1, . . . , vn)ζjk) = g((v1, . . . , vn))ζjk,

implies gjk = 0 for j 6= k. Moreover, for every element σ ∈ Sn we have
an element ρσ ∈ D, which maps (v1, . . . , vn) to (vσ(1), . . . , vσ(n)). The
fact that g commutes with ρσ now implies that gjj = gkk for all j, k.
Thus g = f⊕n, where f = gii. To see that f ∈ EndE(V ), pick any η ∈ E
and use the fact that f⊕n = g commutes with diag(η, . . . , η) ∈ D.

Corollary 3.10.5 Let V be a left R-module, E = EndR(V )op, and
D = EndR(V ⊕n)op. Then f 7→ f⊕n is a ring isomorphism

EndE(V ) →̃EndD(V ⊕n).

Proof We can identify D with Mn(E) using Corollary 3.2.4. So every-
thing follows from Lemma 3.10.4.

Theorem 3.10.6 (Jacobson Density Theorem) Let V be a semisim-
ple left R-module and E = EndR(V )op. For every f ∈ EndE(V ) and
v1, . . . , vn ∈ V there exists r ∈ R such that f(vi) = rvi for all i.

Proof Let f ∈ EndE(V ) and v ∈ V . As V is semisimple, we have
V = Rv⊕W for some submodule W . The projection π : V → Rv along
W is an element of E. So f(v) = f(vπ) = f(v)π, whence f(v) ∈ Rv.
This proves the theorem in the case n = 1.

In general, let D = EndR(V ⊕n)op. Then V ⊕n is a semisimple left R-
module. By Corollary 3.10.5, f⊕n ∈ EndD(V ⊕n). By the case n = 1 for
each (v1, . . . , vn) ∈ V ⊕n there exists r ∈ R such that f⊕n((v1, . . . , vn)) =
r(v1, . . . , vn).

Example 3.10.7 (i) Assume that R is an F -algebra, F is algebraically
closed, and V is a finite dimensional simple R-module. By Schur’s
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Lemma, E = F , and the Density Theorem implies that for any f ∈
EndF (V ) there is r ∈ R with f(v) = rv for all v ∈ V .

(ii) Assume that R is a division ring and V is a finite dimensional
R-vector space with basis {v1, . . . , vn}. Then V is semisimple R-module
and E ∼= Mn(Rop) ∼= Mn(R)op. Now the Density Theorem implies that
the center of Mn(R) consists of the scalar matrices {cIn | c ∈ Z(R)}. Of
course, it is easy to see this directly.

3.11 The Wedderburn-Artin Theorem

The main result of this section is a fundamental structure theorem for
semisimple rings. The class of semisimple rings is very important: it
includes for example group algebras of finite groups over fields of char-
acteristic 0.

Definition 3.11.1 A ring R is called left semisimple if every left R-
module is semisimple.

Remark 3.11.2 More standard terminology here is semisimple artinian.
To gain right to use this terminology we will need to prove that any
left semisimple ring is right semisimple (i.e. all right R-modules are
semisimple) and also is both left and right artinian. Once these facts
are established we will switch to the standard terminology.

We will have lots of equivalent reformulations of the notion of left
semisimple. The following lemma provides us with the first two. Recall
that an element e ∈ R is called an idempotent if e2 = e.

Lemma 3.11.3 For a ring R the following properties are equivalent:

(i) R is left semisimple.
(ii) The left regular module RR is semisimple.
(iii) Every left ideal of R is generated by an idempotent.

Proof Obviously (i) implies (ii). Moreover (ii) implies (i) as every mod-
ule is a quotient of a free module, and a quotient of a semisimple module
is semisimple.

(ii) ⇒ (iii) Let I be a left ideal of R. By assumption, R = I ⊕ J for
some left ideal J . Then 1 = e + f for e ∈ I and f ∈ J . We claim that
e is an idempotent and I = Re. Clearly, Re ⊆ I. Conversely, if x ∈ I,
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then x = x · 1 = xe+ xf , which implies x = xe (and xf = 0). It follows
that e is an idempotent and I ⊆ Re.

(iii) ⇒ (ii) Let I = Re be a left ideal. We claim that RR = I ⊕ J

where J = R(1−e). Indeed, each r ∈ R can be written as r = re+r(1−
e), whence RR = I+J . To see that the sum is direct, let r ∈ Re∩R(1−e).
Then r = xe = y(1− e) implies r = xe = xee = y(1− e)e = 0.

Note that a left ideal of a ring R is minimal (non-zero) if and only if
it is simple as a left R-module. Thus a ring is left semisimple if and only
if it is a direct sum of minimal left ideals.

The following result gives an important family of left-semisimple rings:

Theorem 3.11.4 (Maschke’s Theorem) Let G be a finite group and
F be a field of characteristic p ≥ 0. Then the group algebra FG is
semisimple if and only if p does not divide |G|.

Proof If p | |G| it follows from Problem 3.17.7 that FG is not semisimple.
Now, let p 6 | |G|, and W ⊆ V be left FG-modules. We need to show that
there is a submodule X ⊆ V with V = W ⊕X.

Let Y be an F -subspace of V with V = W ⊕ Y . The projection
ϕ : V → W is a linear transformation. We define a map ϕ : V → V by
the formula

ϕ(v) =
1
|G|

∑
g∈G

g−1π(gv) (v ∈ V ).

It is clear that ϕ is linear. We claim that ϕ is actually an FG-module
homomorphism. To check this fact it suffices to verify that ϕ(hv) =
hϕ(v) for all h ∈ G, v ∈ V . Well, we have

ϕ(hv) =
1
|G|

∑
g∈G

g−1π(ghv)

=
1
|G|

∑
g∈G

hh−1g−1π(ghv)

=
1
|G|

h
∑
g∈G

h−1g−1π(ghv)

=
1
|G|

h
∑
g∈G

g−1π(gv) = hϕ(v).

As W is a submodule we have imϕ ⊆ W . We claim that actually
imϕ = W . This follows from the fact that ϕ(w) = w for any w ∈ W .
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Indeed, note that π(w′) = w′ for any w′ ∈W , so

ϕ(w) =
1
|G|

∑
g∈G

g−1π(gw)

=
1
|G|

∑
g∈G

g−1gw

=
1
|G|

∑
g∈G

w = w.

By a standard argument we now have a module decomposition V =
W ⊕ kerϕ.

Proposition 3.11.5 Let R be a left semisimple ring.

(i) Let V be a simple left R-module and I be a minimal left ideal of
R. If V 6∼= I then IV = 0.

(ii) Every simple left R-module is isomorphic to a minimal left ideal
of R.

Proof (i) Assume IV 6= 0. Then Iv 6= 0 for some v ∈ V . As V is simple,
V = Iv. Thus we have a non-zero homomorphism x 7→ xv from I to V .
By Schur’s Lemma, it is an isomorphism.

(ii) Let V be a simple R-module. As R is a sum of minimal left ideals,
there is a minimal left ideal I of R with IV 6= 0. Now V ∼= I by (i).

We now produce examples of left semisimple rings, which will turn
out to be ‘general enough’...

Proposition 3.11.6 Let D be a division ring. Then R = Mn(D) is
a direct sum of n minimal left ideals. All simple left R-modules are
faithful, isomorphic to each other, and have dimension n over D.

Proof Let Ij be the set of all matrices in R, in which all entries are
zero outside of jth column. It is readily checked that Ij has dimension
n over D, is a minimal left ideal of R, and is faithful when considered as
a left R-module. As R = I1 ⊕ · · · ⊕ In, R is left semisimple. It remains
to observe that Ij ∼= Ik for any j, k and use Proposition 3.11.5.

The following result follows from the definition of left semisimple rings.

Proposition 3.11.7 If rings R1, . . . , Rm are semisimple, then so is
R1 ⊕ · · · ⊕Rm.
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It follows from the previous two propositions that any ring of the form
Mn1(D1)⊕· · ·⊕Mnm

(Dm) is semisimple. The fundamental Wedderburn-
Artin Theorem which we will prove by the end of this section claims that
all left semisimple rings look like this.

Lemma 3.11.8 Let R = R1⊕· · ·⊕Rm be a direct sum of rings. The left
(resp. right, resp. two-sided) ideals of Ri coincide with the left (resp.
right, resp. two-sided) ideals of R contained in Ri. The minimal left
(resp. right, resp. two-sided) ideals of Ri coincide with the minimal left
(resp. right, resp. two-sided) ideals of R contained in Ri.

Proof A left ideal of R which is contained in Ri is obviously a left ideal
of Ri. Conversely, a left ideal of Ri is a left ideal of R. The lemma for
the left ideals follows. For other ideals the argument is similar.

Definition 3.11.9 A ring R is simple if R has no two-sided ideals but
0 and R.

Remark 3.11.10 In spite of what the terminology might suggest it is
not true that simple ring is necessarily left semisimple, although this is
true under the assumption that the ring is left artinian.

Let R be an arbitrary ring. We will say that two left ideals I, J of R
are isomorphic if they are isomorphic as left R-modules.

Theorem 3.11.11 Let R be a left semisimple ring and (Ca)a∈A be the
family of isomorphy classes of minimal left ideals of R. For each class
Ca let Ra be the sum of all minimal left ideals I ∈ Ca.

(i) A is finite. In particular, there are only finitely many non-
isomorphic simple R-modules.

(ii) Any two-sided ideal of R equals ⊕b∈BRb for some B ⊆ A. In
particular, each Ra is a minimal two-sided ideal of R.

(iii) R is isomorphic to the direct sum of finitely many rings Ra.
(iv) Each Ra is a simple ring and a left semisimple ring. Moreover,

all simple Ra-modules are isomorphic.

Proof Since R is left semisimple, we have RR =
∑
a∈ARa, see Theo-

rem 3.3.5. Each Ra is a left ideal of R. By Proposition 3.11.5,

RaRb = 0 whenever a 6= b. (3.7)
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Hence RaR = Ra
∑
a∈ARa = RaRa ⊆ Ra, and Ra is a two-sided ideal

of R.

Now, let J be any non-zero two-sided ideal of R. Then J is a semisim-
ple left R-module and contains a simple submodule, that is a minimal left
ideal I of R. Say, I ∈ Ca, and let I ′ ∈ Ca. Since I is a direct summand
of R, composing the projection R→ I, the isomorphism I →̃ I ′, and the
embedding I ′ → R yields an endomorphism η of RR. By Lemma 3.10.3,
there exists r ∈ R such that I ′ = η(I) = Ir ⊆ J . It follows that Ra ⊆ J .
Now, let J ′ be the sum of all Ra contained in J . As R is left semisimple,
we can write J = J ′ ⊕ J ′′ where J ′′ is a left ideal of R. If J ′′ 6= 0 then
it contains a minimal left ideal I ′, and as above Rb ⊆ J if I ′ ∈ Cb. So
I ′ ⊆ Rb ⊆ J ′ and so J ′ ∩ J ′′ = 0 leads to a contradiction. We have
proved that any two-sided ideal J looks like a direct sum of some Ra.
This gives (ii).

Since R =
∑
a∈ARa, we have 1 =

∑
a∈A ea, where ea ∈ Ra and ea = 0

for almost all a. If r ∈ Ra, then r = r · 1 =
∑
b∈A reb = rea, in view

of (3.7). Similarly r = ear. Thus ea is the identity of Ra, and Ra is a
ring. Moreover, since Ca 6= ∅, we have Ra 6= 0. Therefore ea 6= 0 for all
a ∈ A proving (i).

We have Ra ∩ (
∑
b 6=aRb) = 0, as r ∈ Ra implies r = ear and x ∈∑

b 6=aRb implies ear = 0. Moreover, using (3.7) we deduce that

(
∑
a∈A

ra)(
∑
b∈A

sb) =
∑
a∈A

rasa (ra, sa ∈ Ra).

This proves (iii).

By Lemma 3.11.8 and (ii), Ra is a simple ring. Also, the minimal
left ideals of Ra coincide with the minimal left ideals of R contained in
Ra. So Ra is a sum of minimal left ideals of Ra, hence left semisimple.
Moreover, the minimal left ideals of Ra are all in Ca, hence they are
all isomorphic as R-modules, and so they are also all isomorphic as Ra-
modules.

Corollary 3.11.12 A left semisimple ring R is simple if and only if all
simple left R-modules are isomorphic. In particlular, Mn(D) is simple
and left semisimple for every division ring D.

Theorem 3.11.13 A ring is both simple and left semisimple if and only
if it is isomorphic to a ring of n× n matrices over a division ring.
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Proof The ‘if’-part is contained in Corollary 3.11.12. Conversely, let R
be simple and left semisimple. Then R is a direct sum R = ⊕a∈AIa of
minimal left ideals. Now 1 =

∑
a∈A ea, where ea ∈ Ia and almost all

ea = 0. If r ∈ Ib, then r = r · 1 =
∑
a∈A rea ∈ ⊕a∈AIa implies r = reb.

Therefore eb 6= 0. It follows that A is finite. By Corollary 3.11.12,
RR ∼= V ⊕m for some irreducible R-module V and some m > 0.

By Schur’s Lemma, D := EndR(V ) is a division ring. Moreover, it is
easy to see that EndR(V ⊕m) ∼= Mm(D). Finally,

R ∼= EndR(RR)op ∼= EndR(V ⊕m) ∼= Mm(D),

whence R ∼= Mm(D)op ∼= Mm(Dop).

Theorems 3.11.11 and 3.11.13 now yield:

Theorem 3.11.14 (Wedderburn-Artin) A ring is left semisimple if
and only if it is isomorphic to a direct sum Mn1(D1)⊕ · · · ⊕Mnm(Dm)
of finitely many finite dimensional matrix rings over division rings.

Corollary 3.11.15

(i) A ring is left semisimple if and only if it is right semisimple.
(ii) A left semisimple ring is left and right artinian.

Proof (i) By definition R is right semisimple if and only if Rop is
left semisimple. Now observe that Mn(D)op ∼= Mn(Dop), using the
transpose map. So the Wedderbur-Artin theorem implies that R is left
semisimple if and only if Rop is left semisimple if and only if R is right
semismiple.

(ii) By Proposition 3.11.6 and Wedderburn-Artin, a left semisimple
ring R is a direct sum of finitely many minimal left ideals, so it is left
artinian for example by Lemma 3.4.5. Now using (i) we see that R is
also right artinian.

As agreed in the beginning in the section, from now on we will speak
of semisimple artinian rings instead of left semisimple rings.

Remark 3.11.16 Let R be a semisimple artinian ring which is also an
algebra. Then we know that the division rings D1, . . . , Dm appearing
in the Wedderburn-Artin theorem are actually division algebras over F :
just recall from the proof that the Di’s arised as endomorphism rings
of simple R-modules. If F is algebraically closed then Schur’s Lemma
implies that every Di is just F , and we get the following version of
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the Wedderburn Artin theorem for algebras: every semisimple artinian
algebra R over an algebraically closed field F is a direct sum of finite di-
mensional matrix algebras over F ; in particular, R is finite dimensional;
moreover, R is simple if and only if it is of the form Mn(F ). If F is not
algebraically closed then of course it is not true that the D′

is have to
equal F . However, if R is a finite dimensional F -algebra, the Di’s are
finite dimensional division algebras over F . For example, in this case, if
F is a finite field, then the Di’s will have to be finite fields too, thanks
to Wedderburn’s Theorem 2.11.9.

We finish this section with a uniqueness statement for Wedderburn-
Artin theorem.

Proposition 3.11.17 Let

Mn1(D1)⊕ · · · ⊕Mnm(Dm) ∼= Mn′1
(D′

1)⊕ · · · ⊕Mn′m(D′
m).

Then m = m′, and up to a permutation,

n1 = n′1, D1
∼= D′

1, . . . , nm = n′m, Dm
∼= D′

m.

The proposition follows from the following two lemmas.

Lemma 3.11.18 Let R = ⊕mi=1Ji be a semisimple artinian ring written
as an inner direct direct sum of simple subrings Ji. Then every two-sided
ideal of R is of the form Ji1 ⊕ · · · ⊕ Jik for some 1 ≤ i1 < · · · < ik ≤ m.
In particular, J1, . . . , Jm can be characterized as the minimal non-zero
two-sided ideals of R.

Proof Follows from Theorem 3.11.11.

Proposition 3.11.19 Let C and D be division rings. If Mm(C) ∼=
Mn(D) then m = n and C ∼= D.

Proof Let V = Cm be the natural Mm(C)-module and W = Dn be
the natural Mn(D)-module. We know that R has only one simple mod-
ule up to an isomorphism, see Proposition 3.11.6. As isomorphic mod-
ules have isomorphic endomorphism rings, we have C ∼= EndR(V )op ∼=
EndR(W )op ∼= D.

It remains to prove that Mm(C) ∼= Mn(C) implies m = n. For that
observe that the right action of C = EndR(V )op on an irreducible R-
module V = Cm comes from the left action of C on Cm. So the R-
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isomorphism between the irreducible modules Cm and Cn should be an
isomorphism of C-vector spaces, which implies m = n.

3.12 The Jacobson Radical

In the previous section we studied (left) semisimple rings, that is the
rings over which every (left) module is semisimple. Of course, not every
ring is semisimple and we now set to study Jacobson’s radical of a ring
which in some sense ‘measures’ how far a ring is from being semisimple.

Definition 3.12.1 The Jacobson radical J(R) of a ring R is the inter-
section of all maximal left ideals of R.

Remark 3.12.2 Strictly speaking we should have called J(R) the left
Jacobson radical. However it will turn out later that J(R) is also the
intersection of the maximal right ideals, and so there is no need in this
‘one-sided’ terminology.

The following result is one of many equivalent descriptions of Jacobson
radical. Informally speaking, it says that J(R) is the part of the ring
which ‘does not see’ simple (and hence semisimple) modules.

Proposition 3.12.3 J(R) is the intersection of the annihilators of all
simple left R-modules. Hence J(R) is a two-sided ideal.

Proof Let I be a maximal left ideal of R. Then V = R/I is a simple
left R-module, and Ann(V ) ⊆ I. Hence the intersection of all Ann(V )
is contained in J(R). Conversely, let r ∈ J(R) and V be a simple left
R-module. Take any v ∈ V \ {0}. We need to prove that rv = 0. We
have Rv = V , hence RR/Ann(v) ∼= Rv is simple, and so Ann(v) is a
maximal left ideal of R. Therefore r ∈ Ann(v).

Here is another description of J(R):

Proposition 3.12.4 x ∈ J(R) if and only if 1 + rx has a left inverse
for every r ∈ R.

Proof If x ∈ J(R) and r ∈ R, then rx belongs to every maximal left
ideal of R and 1+ rx belongs to no maximal left ideal of R, as otherwise
1 would belong to a maximal left ideal. It follows that R(1 + rx) = R

for otherwise we would find a maximal left ideal containing the left ideal



3.12 The Jacobson Radical 157

R(1 + rx) using Zorn’s lemma, and 1 + rx would lie in this maximal
ideal.

Conversely, if x 6∈ J(R), then x 6∈ I for some maximal left ideal I,
whence I +Rx = R, and 1 = y+ rx for some y ∈ I, r ∈ R. Now, 1− rx
does not have a left inverse.

And one more description:

Proposition 3.12.5 J(R) is the largest two-sided ideal J of R such that
1 + x is a unit in R for every x ∈ J .

Proof Let x ∈ J(R). Then 1+x has a left inverse y by Proposition 3.12.4.
Then y = 1− yx has a left inverse z. But y already has a right inverse
1 + x. Hence z = (1 + x) has a right inverse y.

Conversely, let J be a two-sided ideal of R such that 1 + x is a unit
for every x ∈ J . If x ∈ J , then 1 + rx is a unit for every r ∈ R, and
x ∈ J(R) by Proposition 3.12.4. Thus J ⊆ J(R).

As the previous proposition describes J(R) in a ‘side-independent’
manner, we have the following pleasant fact, which means that all the
left-handed descriptions of J(R) give the same object as the right-handed
ones.

Corollary 3.12.6 J(R) = J(Rop).

Proposition 3.12.7 J(R/J(R)) = 0.

Proof Follows from the definition of Jacobson radical and the corre-
spondence theorem for ideals.

Definition 3.12.8 An element r ∈ R is called nilpotent if rn = 0
for some positive integer n. A left, right, or two-sided ideal I ∈ R is
called nilpotent if there exists a positive integer n such that In = 0, i.e.
x1 . . . xn = 0 for all x1, . . . , xn ∈ I.

Proposition 3.12.9 J(R) contains all nilpotent ideals of R.

Proof In view of Corollary 3.12.6, it suffices to prove the result for left
ideals. Let N be a nilpotent left ideal of R, say Nm = 0. We just need
to show that NV = 0 for any simple R-module V . Well, if NV 6= 0 then
V = NV = N2V = · · · = NmV = 0, giving a contradiction.
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Corollary 3.12.10 If R is commutative then J(R) contains all nilpotent
elements of R.

Proof Let r ∈ R be nilpotent. Then the principal ideal (r) is nilpotent,
and so r ∈ (r) ⊆ J(R) by Proposition 3.12.9.

Lemma 3.12.11 (Nakayama’s Lemma) Let V be a finitely generated
left R-module. If W is a submodule of V and W + J(R)V = V , then
W = V .

Proof First consider the case W = 0.Assume that J(R)V = V . Since
V is finitely generated, it has a minimal generated subset X, which is
finite. Then V =

∑
x∈X Rx implies V = J(R)V =

∑
x∈X J(R)x. So, if

y ∈ X, then

y =
∑
x∈X

rxx

for some rx ∈ J(R), or

(1− ry)y =
∑

x∈X, x 6=y

rxx.

By Proposition 3.12.5, (1− ry) is invertible, so we have

y =
∑

x∈X, x 6=y

(1− ry)−1rxx.

Therefore V is generated by X \ {y}. This contradiction shows that
X = ∅, i.e. V = 0.

In the general case apply what has just been proved to the module
V/W .

3.13 Artinian Rings

Artinian rings form an important class of rings containing for example
all finite dimensional algebras.

Lemma 3.13.1 If R is left artinian then J(R) is nilpotent. In particu-
lar, J(R) is the largest nilpotent two-sided ideal of R.

Proof Let J := J(R). The sequence J ⊇ J2 ⊇ J3 ⊇ . . . stabilizes
at some Jn. Assume Jn 6= 0. As JnJ = Jn 6= 0 and the ring is
artinian, Lemma 3.4.4(ii) shows that there exists a left ideal L minimal
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with respect to the property that JnL 6= 0. Then Jnx 6= 0 for some
x ∈ L \ {0}, so Jnx is a nonzero left ideal contained in L. Moreover,
Jn(Jnx) = Jnx 6= 0, so by the minimality of L, Jnx = L. Hence rx = x

or (1 − r)x = 0 for some r ∈ Jn ⊆ J . By Proposition 3.12.5, x = 0,
giving a contradiction.

The second statement now follows from Proposition 3.12.9.

Lemma 3.13.2 If R is left artinian then J(R) is the intersection of
finitely many maximal left ideals of R.

Proof Let S be the set of all intersections of finitely many maximal left
ideals of R. By Lemma 3.4.4(ii), S has a minimal element J . Then J is
contained in every maximal left ideal L as J ∩ L ( J is not possible. It
follows that J = J(R).

Theorem 3.13.3 A ring R is left semisimple if and only if R is left
artinian and J(R) = 0.

Proof Let R be left artinian and J(R) = 0. By Lemma 3.13.2, there exist
maximal ideals L1, . . . , Ln with L1 ∩ · · · ∩ Ln = 0. Then the map R →
R/L1 ⊕ · · · ⊕ R/Ln induced by the projections R → R/Li is injective.
Thus RR is a submodule of a semisimple module R/L1 ⊕ · · · ⊕ R/Ln,
whence R is left semisimple.

Conversely, let R be left semisimple. By Corollary 3.11.15(ii), R is left
artinian. Moreover, in view of Wedderburn-Artin and R is isomorphic
to Mn1(D1) ⊕ · · · ⊕Mnm

(Dm). But it is easy to see that in such ring
the intersection of maximal left ideals is zero.

The rings R with J(R) = 0 are usually called semiprimitive. The
theorem above shows that under the assumption that R is artinian this
property is equivalent to being semisimple artinian, see §3.11. So the
terminology ‘semiprimitive’ is usually reserved for non-artinian rings.

Lemma 3.13.4 Let R be left artinian and V be a left R-module. Then
V is semisimple if and only if J(R)V = 0.

Proof Let J := J(R). By Proposition 3.12.3, JV = 0 for a semisimple
module V . Conversely, assume that JV = 0. Then the structure of the
left R-module on V factors through to give a structure of the left R/J-
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module. As R/J is semisimple by Proposition 3.12.7, this R/J-module
is semisimple. Hence the original module V is also semisimple.

Theorem 3.13.5 Every left artinian ring is left noetherian.

Proof By Lemma 3.13.1, RR has a descending sequence

R = J0 ⊇ J ⊇ J2 ⊇ · · · ⊇ Jn = 0.

Every Jk ⊆ RR is an artinian R-submodule, hence every Jk/Jk+1 is an
artinian R-module. Also, Jk/Jk+1 is semisimple by Lemma 3.13.4. It
follows that Jk/Jk+1 is a direct sum of finitely many simple modules
and hence noetherian. It remains to apply Lemma 3.4.5.

3.14 Projective and Injective Modules

Projective and injective modules are classes of modules which possess
nice (categorical) properties.

Definition 3.14.1 A left R-module P is projective if for any two left R-
modules V and W , any homomorphism ϕ : P → W and any surjective
homomorphism π : V → W there exists a homomorphism ψ : P → V

such that ϕ = π ◦ ψ:

P

V W 0

pppppppp	ψ ?

ϕ

-
π

-

A left R-module I is injective if for any two left R-modules V and
W , any homomorphism ϕ : W → I and any injective homomorphism
ι : W → V there exists a homomorphism ψ : V → I such that ϕ = ψ ◦ ι:

I

V W 0
p p p p p p

p p�ψ 6
ϕ

�
ι

�

Remark 3.14.2 (i) The ‘weird’ arrows involving 0 indicate that π is
surjective and ι is injective. The origin of this notation will become clear
later.
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(ii) Observe that the notions of projective and injective are dual to
each other in the sense that one is obtained from another by ‘inverting
the arrows’.

The proof of the following proposition is left as an exercise:

Proposition 3.14.3

(i) A direct sum ⊕i∈IVi of left R-modules is projective if and only if
each Vi is projective.

(ii) A direct product
∏
i∈I Vi of left R-modules is injective if and only

if each Vi is injective.

The following theorem describes some pleasant properties of projective
and injective modules.

Theorem 3.14.4

(i) A left R-module P is projective if and only if any R-module epi-
morphism π : V → P splits, i.e. there exists a homomorphism
ψ : P → V such that π ◦ ψ = idP :

V
π -

�.........
ψ

........... P - 0

(ii) A left R-module I is injective if and only if any R-module monomor-
phism ι : I → V splits, i.e. there exists a homomorphism ψ : V →
I such that ψ ◦ ι = idI :

0 - I
ι -

�.........
ψ

........... V

Proof We prove (i), the proof of (ii) is dual. Assume that P is projective
and consider the diagram

P

V P 0

ppppppp	ψ ?
idP

-
π

-
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to see that π splits. Conversely, consider the diagram

P

V W 0

pppppppp	?

?

ϕ

-
π

-

Define a submodule X ⊆ V ⊕ P by setting

X = {(v, p) ∈ V ⊕ P | π(v) = ϕ(p)},

and the maps

ρV : X → V, (v, p) 7→ v, ρP : X → P, (v, p) 7→ p.

Note that the diagram

X P

V W

-ρP

?

ρV

?

ϕ

-
π

is commutative. Moreover, ρP is surjective, because π is surjective. So
ρP splits: there exists α : P → X with ρP ◦ α = idP . If we take
ψ = ρV ◦ α, then

π ◦ ψ = π ◦ ρV ◦ α = ϕ ◦ ρP ◦ α = ϕ ◦ idP = ϕ,

as required.

Remark 3.14.5 (i) Theorem 3.14.4(i) can be restated as follows: a
module P is projective if and only if P ∼= V/W implies that W is a direct
summand of V , i.e. there exists a submodule P ′ ⊆ V with V = P ′⊕W .
In this case we necessarily have P ′ ∼= P .

Indeed, if V = P ′ ⊕W then we can take ψ to be the isomorphism
from P to P ′. Conversely, if we know that the natural epimorphism
π : V → V/W = P splits with the splitting map ψ : P → V , then
we can decompose V = W ⊕ imψ. To check the last equality first pick
v ∈ V and write it as

v = (v − ψ(π(v))) + ψ(π(v)).

As π(v − ψ(π(v))) = 0, it follows that v − ψ(π(v)) ∈ W , and so V =
W + imψ. On the other hand, if v ∈W ∩ imψ, then v = ψ(p), for some
p ∈ P , and 0 = π(v) = π(ψ(p)) = p, whence v = 0.
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(ii) Similarly, Theorem 3.14.4(ii) can be restated as follows: a module
I is injective if and only if I ⊆ V implies that I is a direct summand of
V , i.e. there exists a submodule J ⊆ V with V = I ⊕ J .

We now explain yet another way to characterize projective and injec-
tive modules.

Definition 3.14.6 A sequence of R-maps and R-modules

. . . −→ Vi
δi−→ Vi+1

δi+1−→ . . .

is called exact if ker δi+1 = im δi for all i. An exact sequence of the form

0 −→ X
α−→ Y

β−→ Z −→ 0 (3.8)

is called a short exact sequence.

Thus the sequence (3.8) is eact if and only if the following three condi-
tions are satisfied: (1) α is injective; (2) imα = kerβ; (3) β is surjective.

If X and Z are R-modules, it is easy to construct the stupid exact
sequence of the form (3.8): namely, take Y to be X⊕Z with α = ιX the
natural embedding and β = πZ the natural projection. Such ‘stupid’
short exact sequences are called split:

Definition 3.14.7 A short exact sequence (3.8) is called split if there
exists a homomorphism ϕ : Y → X ⊕ Z which makes the following
diagram commutative:

0 X Y Z 0

0 X X ⊕ Z Z 0

-

?

idX

-α

?

ϕ

-β

?

idZ

-

- -ιX -πZ -

Note that in the definition above ϕ will automatically have to be an
isomorphism. The following is easy to check:

Lemma 3.14.8 The following conditions on a short exact sequence (3.8)
are equivalent:

(i) The sequence is split.
(ii) The monomorphism α splits.
(iii) The epimorphism β splits.

Now, it is clear that Theorem 3.14.4 can be restated as follows:
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Theorem 3.14.9

(i) An R-module P is projective if and only if any short exact se-
quence of the form

0 → X → Y → P → 0

splits.
(ii) An R-module I is projective if and only if any short exact se-

quence of the form

0 → I → Y → Z → 0

splits.

The following characterization of projective modules does not have an
analogue for injective modules.

Theorem 3.14.10 A module is projective if and only if it is isomorphic
to a direct summand of a free module. In particular every free module
is projective.

Proof Let P be projective. By Corollary 3.6.5, P is a quotient of a free
module F , and by Remark 3.14.5(i), P is a direct summand of F .

Next, we prove that every free module is projective. Let F be a free
module with basis (fi)i∈I , and consider the diagram

F

V W 0

pppppppp	ψ ?

ϕ

-
π

-

As π is surjective, there is for each i ∈ I some vi ∈ V such that
π(vi) = ϕ(fi). By the universal property of free modules, there is a ho-
momorphism ψ : F → V with ψ(fi) = vi for all i. Then π(ψ(fi)) = ϕ(fi)
for all i, whence π ◦ ψ = ϕ.

Finally, if P is a direct summand of a free module F , then P is pro-
jective by Proposition 3.14.3.

We know that all modules over a division ring are free, hence pro-
jective. On the other hand, we know that a submodule of a finitely
generated free module over a PID is again free. It can be proved that
this result is true even without assuming that the free module is finitely
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generated. It follows that every projective module over a PID is free.
The converse is of course not true in general. For example consider an
irreducible module module over Mn(D) and use the following

Proposition 3.14.11 For a ring R the following conditions are equiv-
alent:

(i) R is semisimple artinian;
(ii) Every left R-module is projective;
(iii) Every left R-module is injective

Proof Assume that R is semisimple artinian. Then every left R-module
is semisimple. In particular, every short exact sequence of R-modules
splits. So every R-module is projective and injective by Lemma 3.14.9.

Assume that every left R-module is projective or that every every left
R-module is injective. By Lemma 3.14.9, every short exact sequence of
R-modules is split, which implies that every R-module is semisimple,
whence R is semisimple artinian.

We now turn to some properties specific for injective modules.

Proposition 3.14.12 (Baer’s Criterion) For a left R-module I the
following conditions are equivalent:

(i) I is injective;
(ii) Every R-module homomorphism of a left ideal of R into I can be

extended to RR.

Proof (i) implies (ii) by definition of an injective module. To see that
(ii) implies (i), consider the diagram

I

V W 0
p p p p p p

p p�ψ 6
ϕ

�
ι

�

Let F be the family of all R-module homomorphisms θ : X → I where
im ι ⊆ X ⊆ V and θ ◦ ι = ϕ. Note F is non-empty, as it contains
ϕ ◦ ι−1 : im ι→ I. Partially order F by θ ≤ θ′ if and only if the domain
of θ is contained in the domain of θ′ and θ is the restriction of θ′ to
the domain of θ. By Zorn’s lemma, there exists a maximal element
ψ : X → I in F . We just need to prove that X = V . Otherwise, take
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v ∈ V \ X and consider the left ideal L = {r ∈ R | rv ∈ X}. The
map L → I given by r 7→ ψ(rv) is an R-module homomorphism. By
hypothesis, there exists an R-homomorphism α : RR → I such that
α(r) = ψ(rv) for any r ∈ L. Let w = α(1R) and consider the map

ψ̂ : X +Rv → I, x+ rv 7→ ψ(x) + rw.

We claim that ψ̂ is well-defined. Indeed, if x1+r1v = x2+r2v ∈ X+Rv,
then x1 − x2 = (r2 − r1)v ∈ X ∩Rv. Hence r2 − r1 ∈ L and

ψ(x1)− ψ(x2) = ψ(x1 − x2) = ψ((r2 − r1)v) = α(r2 − r1)

= (r2 − r1)α(1R) = (r2 − r1)w = r2w − r1w.

Therefore

ψ̂(x1 + r1v) = ψ(x1) + r1w = ψ(x2) + r2w = ψ̂(x2 + r2v).

Finally, it is easy to see that ψ̂ is an element of F . This contradicts the
maximality of ψ. Therefore X = V .

Definition 3.14.13 A left R-module V is called divisible if rV = V for
all r ∈ R \ {0}.

Corollary 3.14.14 If R is a PID, an R-module is injective if and only
if it is divisible.

Proof Let I be injective, v ∈ I, and r ∈ R \ {0}. There is a module
homomorphism ϕ : Rr → I, sr 7→ sv. As I is injective, ϕ may be
extended to a module homomorphism ϕ̂ : RR → I. Then there exists
w ∈ I such that ϕ̂(s) = sw for all s ∈ R. Then

v = ϕ(r) = ϕ̂(r) = rw,

hence I is divisible.
Conversely, let I be divisible. Any ideal of R looks like Rr. Let

ϕ : Rr → I be a module homomorphism. In view of Baer’s criterion, it
suffices to prove that ϕ extends to a homomorphism RR → I. If r = 0
just extend to the zero homomorphism. Otherwise, let v = ϕ(r) ∈ I. As
I is divisible, we have v = rw for some w ∈ I. Now, define the desired
extension to be ϕ̂(s) = sw.

Example 3.14.15 In view of the previous corollary, Q is an injective
Z-module. By the way it is not projective, because it is clearly not free,
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and we noted above that all projective modules over a PID are free (also
see Problem 3.17.102).

Another example of a divisible Z-module is Cp∞ , see Example 1.4.8
(check that it is indeed divisible!). In fact it can be shown that a Z-
modue is divisible (equivalently injective) if and only if it is a direct sum
of copies of Q and Cp∞ .

On the other hand, the regular module ZZ is not divisible and hence
not injective.

We know that every module is a quotient of a projective (and even
free) module. We now want to prove the dual statement that every
module is a submodule of an injective module. This turns out to be
much harder to prove. First we prove this for Z-modules:

Lemma 3.14.16 Every Z-module may be embedded in a divisible Z-
module.

Proof Let V be a Z-module. We know that V is an epimorphic image
of a free Z-module F with kernel K. Since F is a direct sum of copies
of Z and Z ⊂ Q, F may be embedded in a direct sum D of copies of Q.
It is clear that D is divisible. Now, the embedding ι : F → D induces
an embedding F/K → D/ι(K). It remains to notice that a quotient of
a divisible module is again divisible, and so by Baer’s criterion we have
embedded V ∼= F/K into an injective module D/ι(K).

If V is a Z-module, the abelian group HomZ(R, V ) can be considered
as a left R-module via

(rθ)(s) = θ(sr) (θ ∈ HomZ(R, V ), r, s ∈ R).

Lemma 3.14.17 If I is an injective Z-module then HomZ(R, I) is an
injective left R-module.

Proof We will use Baer’s criterion. So, let L be a left ideal of R and
ϕ : L→ HomZ(R, I) be an R-homomorphism. The map

ψ : L→ I, r 7→ [ϕ(r)](1R)
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is a Z-homomorphism. As I is an injective Z-module, the diagram

I

R L 0
p p p p p p

p
�ψ̂ 6

ψ

�
ι

�

where ι is an embedding L ⊆ R, yields an extension ψ̂ : R → I of ψ.
Define ϕ̂ : R → HomZ(R, I), r 7→ ϕ̂(r), where ϕ̂(r) : R → I is the map
given by [ϕ̂(r)](s) = ψ̂(sr) (s ∈ R). It is routine to check that each
ϕ̂(r) ∈ HomZ(R, I), and that ϕ̂ is Z-linear. We next check that ϕ̂ is
R-linear. Indeed,

[ϕ̂(tr)](s) = ψ̂(str) = [ϕ̂(r)](st) = [tϕ̂(r)](s) (r, s, t ∈ R),

as required.

Finally, we check that ϕ̂ is an extension of ϕ. Suppose r ∈ L and
s ∈ R. Then sr ∈ L and

ϕ̂(r)(s) = ψ̂(sr) = ψ(sr) = [ϕ(sr)](1R)

= [sϕ(r)](1R) = [ϕ(r)](1Rs) = [ϕ(r)](s),

as required.

Theorem 3.14.18 Every R-module V may be embedded in an injective
R-module.

Proof As a Z-module we may embed V into a free Z-module I, see
Lemma 3.14.16. This induces an R-module embedding HomZ(R, V ) →
HomZ(R, I) (see more about it in §3.15). Moreover, V ∼= HomR(RR, V )
embeds into HomZ(R, V ) as an R-module (again, if this is confusing,
read §3.15 and in particular Lemma 3.15.8). Thus we embedded V into
the R-module HomZ(R, I), which is injective by Lemma 3.14.17.

Remark 3.14.19 The result about embedding any R-module into an
injective module can be made more precise. Let us say that a submodule
V of a module W is essential if V ∩X 6= 0 for every submodule X ⊆W .
It can be proved that every module V can be embedded in an essential
way into an injective module IV , and this injective module IV is defined
uniquely up to isomorphism. IV is called the injective hull of V .
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The dual object, called the projective cover of V does not exist in
general, but its existence for every module is guaranteed under very
reasonable assumptions on the ring R.

3.15 Hom and Duality

In this section we will give perhaps the most important characterization
of projective and injective modules in terms of Hom-functors.

Let V,W,X be R-modules, and f : V → W be an R-module homo-
morphism. It induces homomorphisms of abelian groups

f∗ = fX∗ : HomR(X,V ) → HomR(X,W ), θ 7→ f ◦ θ, (3.9)

f∗ = f∗X : HomR(W,X) → HomR(V,X), θ 7→ θ ◦ f. (3.10)

If g : Y → V is another R-module map, then we have the following
obvious properties:

(f ◦ g)∗ = f∗ ◦ g∗, and (f ◦ g)∗ = g∗ ◦ f∗. (3.11)

Recall from Definition 3.14.6 that the sequence of R-modules and R-
module homomorphisms

0 −→ U
f−→ V

g−→W

is called exact if f is injective and ker g = im f .

Theorem 3.15.1 The sequence of R-modules and R-module homomor-
phisms

0 −→ U
f−→ V

g−→W (3.12)

is exact if and only if the corresponding sequence

0 −→ HomR(X,U)
f∗−→ HomR(X,V )

g∗−→ HomR(X,W ) (3.13)

of abelian groups is exact for every R-module X.

Proof Assume that (3.12) is exact. We need to show that f∗ is injective
and im f∗ = ker g∗.

To see that f∗ is injective, assume that f∗(θ) = 0 for some θ ∈
HomR(X,U). Well, that means f ◦θ = 0. But f is injective, so f ◦θ = 0
is only possible if θ = 0.
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To see that im f∗ = ker g∗, note first of all that im f∗ ⊆ ker g∗. Indeed,
im f∗ ⊆ ker g∗ is equivalent to g∗ ◦f∗ = 0, which is true in view of (3.11):

g∗ ◦ f∗ = (g ◦ f)∗ = 0∗ = 0.

Finally, we prove that im f∗ ⊇ ker g∗. Let θ ∈ ker g∗, i.e. g◦θ = 0. Hence
im θ ⊆ ker g = im f . As f is a monomorphism, the map f̃ : U → im f is
an isomorphism. Define the map ψ ∈ HomR(X,U) as the composition

X
θ−→ im θ ⊆ ker g = im f

f̃−1

−→ U.

Note that f∗(ψ) = θ, so that θ ∈ im f∗, as required.
Conversely, assume that (3.13) is exact. To see that f is injective take

X = ker f and apply f∗ to the embedding ker f → U . Next take X = U .
As g∗(f∗(idU )) = 0, we have g◦f = 0, i.e. im f ⊆ ker g. Finally, let X =
ker g and θ : X → V be the inclusion map. Note that g∗(θ) = g ◦ θ = 0,
i.e. θ ∈ ker g∗ = im f∗, i.e. there exists ϕ ∈ HomR(X,U) with θ = f ◦ϕ.
Therefore for every v ∈ ker g, we have v = θ(v) = f(ϕ(v)) ∈ im f , as
required.

The following dual statement to Theorem 3.15.1 is left as an (ex-
tremely useful) exercise.

Theorem 3.15.2 The sequence of R-modules and R-module homomor-
phisms

U
f−→ V

g−→W −→ 0 (3.14)

is exact if and only if the corresponding sequence

0 −→ HomR(W,X)
g∗−→ HomR(V,X)

f∗−→ HomR(U,X) (3.15)

of abelian groups is exact for every R-module X.

It is not true in general that a short exact sequence of modules induces
a short exact sequence of Hom’s. However, the following three theorems
show that this is true in some important situations.

Theorem 3.15.3 The following conditions are equivalent:

(i) 0 −→ U
f−→ V

g−→ W −→ 0 is a split exact sequence of R-
modules.

(ii) 0 −→ HomR(X,U)
f∗−→ HomR(X,V )

g∗−→ HomR(X,W ) −→ 0 is
a split exact sequence of abelian groups for every R-module X.
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(iii) 0 −→ HomR(W,X)
g∗−→ HomR(V,X)

f∗−→ HomR(U,X) −→ 0 is
a split exact sequence of abelian groups for every R-module X.

Proof We prove (i) ⇔ (iii). The proof of (i) ⇔ (ii) is similar. By
Lemma 3.14.8, if (i) holds, there exists a homomorphism h : V → U

such that hf = idU . Then f∗ ◦ h∗ = (f ◦ h)∗ = (idU )∗ = idHomR(U,X).
Hence f∗ is an epimorphism. Now, Theorem 3.15.2 and Lemma 3.14.8
imply that the sequence in (iii) is split exact.

Conversely, take X = U . Then by surjectivity of f∗ there exists
θ ∈ HomR(V,X) such that θ ◦ f = f∗(θ) = idU . Hence f is injective,
and the sequence in (i) is split exact thanks to Theorem 3.15.2 and
Lemma 3.14.8.

Theorem 3.15.4 The following conditions on an R-module P are equiv-
alent:

(i) P is projective;
(ii) For any short exact sequence

0 −→ U
f−→ V

g−→W −→ 0

of R-modules the corresponding sequence

0 −→ HomR(P,U)
f∗−→ HomR(P, V )

g∗−→ HomR(P,W ) −→ 0

of abelian groups is exact.
(iii) For any epimorphism g : V →W of R-modules the map

g∗ : HomR(P, V ) → HomR(P,W )

is an epimorphism.

Proof (ii) ⇔ (iii) is clear by Theorem 3.15.1. As for (i) ⇔ (iii), note
that the surjectivity of g∗ is a restatement of Definition 3.14.1.

The proof of the following theorem is dual:

Theorem 3.15.5 The following conditions on an R-module I are equiv-
alent:

(i) I is injective;
(ii) For any short exact sequence

0 −→ U
f−→ V

g−→W −→ 0
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of R-modules the corresponding sequence

0 −→ HomR(W, I)
g∗−→ HomR(V, I)

f∗−→ HomR(U, I) −→ 0

of abelian groups is exact.
(iii) For any monomorphism f : U → V of R-modules the map

f∗ : HomR(V, I) → HomR(U, I)

is an epimorphism.

Remark 3.15.6

(i) If X is not projective, it is not in general true that for a surjective
homomorphism g : V → W , the corresponding homomorphism
g∗ : HomR(X,V ) → HomR(X,W ) is also surjective. Indeed con-
sider the natural projection of Z-modules

g : Z → Z/2Z

and take X = Z/2Z. Then

HomZ(Z/2Z,Z) = 0 6= HomZ(Z/2Z,Z/2Z) 6= 0,

so g∗ cannot be surjective.
(ii) If X is not injective, it is not in general true that for a monomor-

phism f : U → V , the corresponding homomorphism

f∗ : HomR(V, I) → HomR(U, I)

is surjective. Indeed consider the monomorohism of Z-modules

f : Z → Z, m 7→ 2m

and take X = Z/2Z. Check that f∗ is the zero map between two
modules isomorphic to Z/2Z.

We now explain an important construction concerning Hom spaces.
If V is a left (R, T )-bimodule and W is an (R,S)-bimodule, then the
Hom-space HomR(V,W ) inherits a structure of (T, S)-bimodule:

(θs)(v) = θ(v)s, (tθ)(v) = θ(vt)

for all θ ∈ HomR(V,W ), v ∈ V, s ∈ S, and t ∈ T . A special case of this
construction yields a structure of a right R-module on the Hom-space
in the following definition.
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Definition 3.15.7 Let V be a left R-module. The right module

V ∗ := HomR(V,RRR)

is called the dual module of V .

Similarly, if V is a right R-module the corresponding left module V ∗

can be defined.
As expected, there is a natural (R-module) homomorphism V → V ∗∗.

A module V is called reflexive if this homomorphism is an isomor-
phism. An example of a reflexive module is given by a free module
with a finite basis and a finitely generated projective R-module, see
Problems 3.17.116 and 3.17.117.

We finish the section with the following useful lemma:

Lemma 3.15.8 Let V be a left R-module. Then there is an isomorphism
of left R-modules

HomR(RRR, V ) →̃V, θ 7→ θ(1R).

Proof Exercise.

3.16 Tensor Products

Tensor products (just like Hom) is a very useful basic construction in-
volving modules. Recall that to a pair of left R-modules RV and RW

we have associated an abelian group HomR(RV,RW ). Moreover, if, ad-
ditionally V was an (R,S)-bimodule and W was an (R, T )-bimodule,
then HomR(RVS ,RWT ) has a natural structure of an (S, T )-bimodule.
This construction is fundamental for module theory. In this section we
describe another fundamental construction, called the tensor product,
which associates to a right R-module VR and the left R-module RW the
abelian group

VR ⊗R RW.

Moreover,

SVR ⊗R RWT

will turn out to have a natural structure of an (S, T )-bimodule. Of
course, most of the time we will drop the indices from the module nota-
tion and just write

V ⊗RW.
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We are usually not going to drop the index from the symbol ⊗R though,
just like for the Hom-notation.

The abelian group V ⊗RW may be defined by a universal property or
by explicit construction. It is important to understand both. We start
from the universal property.

Definition 3.16.1 Let V be a right R-module, W be a left R-module,
and A be an abelian group. A map ϕ : V ×W → A is called R-biadditive
if the following three conditions are satisfied:

(i) ϕ(v1 + v2, w) = ϕ(v1, w) + ϕ(v2, w) for all v1, v2 ∈ V , w ∈W ;

(ii) ϕ(v, w1 + w2) = ϕ(v, w1) + ϕ(v, w2) for all v ∈ V , w1, w2 ∈W ;

(iii) ϕ(vr, w) = ϕ(v, rw) for all v ∈ V , w ∈W , r ∈ R.

We now define V ⊗RW via the universal property.

Definition 3.16.2 Let V be a right R-module and W be a left R-
module. The tensor product of V and W is a pair (V ⊗R W, ι) where
V ⊗RW is an abelian group, ι : V ×W → V ⊗RW is an R-biadditive map,
which is universal among all R-biadditive maps from V ×W to abelian
groups in the following sense: for any R-biadditive map V ×W → A

there exists a unique map ϕ̄ : V ⊗R W → A such that ϕ = ϕ̄ ◦ ι. The
situation is described by the following diagram:

V ×W

V ⊗RW A

�
�

��+

ι Q
Q

QQs

ϕ

p p p p p p p p p p p p p p p p p p p p p p p-ϕ̄

(3.16)

Remark 3.16.3 You need to get used to people being sloppy and just
referring to the abelian group V ⊗R W as the tensor product of V and
W . That is, the map ι is not mentioned, but it is there!

The first lemma is standard for things defined by universal properties:
it claims that if the universal object exists then it is unique.

Lemma 3.16.4 Assume that the pairs (V ⊗RW, ι) and (V ⊗′RW, ι′) both
satisfy the universal property of Definition 3.16.2. Then there exists a
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unique isomorphism ϕ : V ⊗RW →̃V ⊗′RW such that ϕ ◦ ι = ι′:

V ×W

V ⊗RW V ⊗′RW

�
�

��+

ι Q
Q

QQs

ι′

-ϕ

Proof A standard exercise, which by now should be a piece of cake for
you.

We now deal with the existence of tensor product. Thus we give an
explicit construction of the pair (V ⊗RW, ι) which satisfies the required
universal property. Let F be a free abelian group (equivalently, free Z-
module) on the set V ×W . Let K be the subgroup of F generated by
all elements of the form:

(i) (v1 + v2, w)− (v1, w)− (v2, w) for all v1, v2 ∈ V , w ∈W ;
(ii) (v, w1 + w2)− (v, w1)− (v, w2) for all v ∈ V , w1, w2 ∈W ;
(iii) (vr, w)− (v, rw) for all v ∈ V , w ∈W , r ∈ R.

Denote V ⊗RW := F/K, v⊗w := (v, w) +K for all v ∈ V,w ∈W , and
set

ι : V ×W → V ⊗RW, (v, w) 7→ v ⊗ w.

Theorem 3.16.5 The pair (V ⊗RW, ι) is the tensor product of V and
W in the sense of Definition 3.16.2.

Proof First of all observe that the map ι is indeed R-biadditive. More-
over, note that every element of V ⊗R W is a finite sum of elements of
the form v ⊗ w.

Now, consider the diagram (3.16). In view of the previous remark, if
ϕ̄ exists, it is unique, because it must send v ⊗ w to ϕ((v, w)).

To show the existence of ϕ̄, first define ϕ̂ : F → A as the homomor-
phism of abelian groups with ϕ̂((v, w)) = ϕ((v, w)). Such ϕ̂ exists by the
universal property of free abelian groups (equivalently, free Z-modules).
Now, it is not hard to see that ϕ̂ annihilates K. So it factors through to
give the map ϕ̄ : V ⊗RW = F/K → A, which is the one we are looking
for.

Remark 3.16.6 Informally, people think of the tensor product V ⊗RW
as sums of pure tensors v ⊗ w, which are objects having the following
properties:
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(i) (v1 + v2)⊗ w = v1 ⊗ w + v2 ⊗ w for all v1, v2 ∈ V , w ∈W ;
(ii) v ⊗ (w1 + w2) = v ⊗ w1 + v ⊗ w2 for all v ∈ V , w1, w2 ∈W ;
(iii) vr ⊗ w = v ⊗ rw for all v ∈ V , w ∈W , r ∈ R.

Observe there is no mentioning of ι althought it is of course there: it
maps (v, w) to v ⊗ w. Also, in the notation for pure tensors v ⊗ w it is
customary to drop the index R.

We now consider what happens if V and W have more structure than
descrihan they did in Definition 3.16.2.

Proposition 3.16.7 Assume that V is an (S,R)-bimodule and W is an
(R, T )-bimodule. Then V ⊗R W is an (S, T )-bimodule with the action
on elementary tensors given by

s(v ⊗ w)t = (sv)⊗ (wt)

for all s ∈ S, t ∈ T, v ∈ V,w ∈W .

Proof Read the following proof carefully, especially if you think that
everything is clear and there is nothing to prove here.

We prove for example that there is an S-action on V ⊗RW given by
s(v⊗w) = (sv)⊗w. Everything is indeed more or less clear, except the
fact that for every s ∈ S there exists a homomorphism of abelian groups

αs : V ⊗RW → V ⊗RW, v ⊗ w 7→ (sv)⊗ w,

the problem being that there are relations between pure tensors, such as
(v1 +v2)⊗w = v1⊗w+v2⊗w, and we cannot just define a map on pure
tensors by sending them wherever we like. Well, having said that, it’s
not a big deal to show that αs exists—just use the universal property
for the following diagram

V ×W

V ⊗RW V ⊗RW

�
�

��+

ι Q
Q

QQs

α′s

p p p p p p p p p p p p p p p p p p-αs

where the map α′s : (v, w) 7→ sv ⊗ w needs to be checked to be R-
biadditive.

Now, that we’ve got αs, it is easy to check that it defines the structure
of the left S-module on V ⊗R W via sx = αs(x) for any x ∈ V ⊗R W
(verify all the axioms!). The structure of a right T -module on V ⊗RW is
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defined similarly. Finally, one checks that the two structures commute.

Note that if R is commutative then any R-module can be considered
as an an (R,R)-bimodule. So in this case the tensor product of two
R-modules is again an R-module in a natural way: we have

r(v ⊗ w) = (rv)⊗ w = v ⊗ (rw) (v ∈ V,w ∈W, r ∈ R),

In particular, tensor product of two F -vector spaces is again an F -vector
space.

The following pleasant property of tensor products is reminiscent of
Lemma 3.15.8.

Lemma 3.16.8 Let V be a right R-module and W be a left R-module.
Then there exist isomorphisms of modules

V ⊗R RR →̃V, v ⊗ r 7→ vr,

RR⊗RW →̃W, r ⊗ w 7→ rw.

Proof We sketch the proof for the first isomorphism. First, use the
universal property of tensor products to convince yourself that there
exists a map α : V ⊗RR→ V of right R-modules, which on pure tensors
works as follows:

α(v ⊗ r) = vr.

Now, define the map β : V → V ⊗R R via

β(v) := v ⊗ 1.

Note (the pleasant fact) that we do not need to check that β is well-
defined! What one needs to check (and this is very easy) is that β is
a homomorphism of right R-modules, inverse to α. So α is an isomor-
phism.

Another important fundamental fact on tensor products:

Lemma 3.16.9 Let V, V ′ be right R-modules and W,W ′ be left R-
modules. Suppose f : V → V ′ and g : W → W ′ are module homo-
morphisms. Then there exists a homomorphism of abelian groups

f ⊗ g : V ⊗RW → V ′ ⊗RW ′, v ⊗ w 7→ f(v)⊗ g(w).

Moreover, if V is an (S,R)-bimodule, W is an (R, T )-bimodule, and f, g
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respect these additional structures, then f ⊗ g is a homomorphism of
(S, T )-bimodules.

Proof As usual, everything is routine, except for the existence of f ⊗
g, which, also as usual, follows from the universal property of tensor
products:

V ×W

V ⊗RW V ′ ⊗RW ′

����
ι HHHj

f×gp p p p p p p p p p p p p p p p p p p-f⊗g

Compare the following result with Theorems 3.15.1 and 3.15.2.

Theorem 3.16.10 (Right Exactness of Tensor Product) The se-
quence of left R-modules and R-module homomorphisms

U
f−→ V

g−→W −→ 0 (3.17)

is exact if and only if the corresponding sequence

X ⊗R U
idX ⊗f−→ X ⊗R V

idX ⊗g−→ X ⊗RW −→ 0 (3.18)

of abelian groups is exact for every right R-module X.

Proof In view of Lemma 3.16.8, the sequence (3.18) with X = RR is
isomorphic to the sequence (3.17), so the ‘if’ part follows (check the
details—everything is not as obvious as I am trying to present here).
For the ‘only-if’ part, assume (3.17) is exact. As g is surjective, every
pure tensor x ⊗ w belongs to the image of idX ⊗g, whence idX ⊗g is
surjective. Moreover,

(idX ⊗g) ◦ (idX ⊗f) = idX ⊗(g ◦ f) = 0,

i.e. im idX ⊗f ⊆ ker idX ⊗g.
The difficult part of the proof is to establish the converse inclusion.

For that it suffices to show that the natural map

β : X ⊗R V/(im idX ⊗f) → X ⊗R V/(ker idX ⊗g)

is an injection. But β is injective if and only if α := γ ◦ β is, where

γ : X ⊗R V/(ker idX ⊗g) → X ⊗RW
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is the natural isomorphism which maps the coset of x ⊗ v to x ⊗ g(v).
Thus, we are after proving that the map

α : X ⊗R V/(im idX ⊗f) → X ⊗R ⊗W, π(x⊗ v) 7→ x⊗ g(v)

is injective, where

π : X ⊗R V → X ⊗R V/(im idX ⊗f)

is the natural projection. Define a map

ϕ′ : X ×W → X ⊗R V/(im idX ⊗f), (x,w) 7→ π(x⊗ v),

where v ∈ g−1(w). Note that ϕ′ is well-defined: if g(v1) = g(v2) = w,
then g(v1 − v2) = 0, and so v1 − v2 = f(u) for some u ∈ U , hence

π(x⊗ v1)− π(x⊗ v2) = π(x⊗ v1 − x⊗ v2) = π(x⊗ (v1 − v2))

= π(x⊗ f(u)) = π((idX ⊗f)(x⊗ u)) = 0.

Also, it is clear that ϕ′ is R-biadditive. Considering the diagram

X ×W

X ⊗RW X ⊗R V/(im idX ⊗f)

��
�����

ι
HH

HHHHj

ϕ′

p p p p p p p p p p p p p p p p p p p p p p p p p p-ϕ

we get a homomorphism ϕ, which maps (x,w) to π(x ⊗ v), where v ∈
g−1(w). Now,

ϕ(α(π(x⊗ v))) = ϕ(x⊗ g(v)) = π(x⊗ v),

i.e. ϕ is a left inverse to α, whence α is injective, as required.

The obvious version of Theorem 3.16.10 for right modules is left as an
exercise.

Compare the following remark with Remark 3.15.6.

Remark 3.16.11 In general, it is not true that applying X ⊗R− to an
exact sequence yields an exact sequences, the problem being that even
if f : U → V is injective, the map idX ⊗f : X ⊗R U → X ⊗R V does
not have to be injective. For example, consider the injective map of
Z-modules

f : Z → Z,m 7→ 2m.

Tensoring this with the Z-module Z/2Z gives the map

id⊗f : Z/2Z⊗Z Z → Z/2Z⊗Z Z,
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which is actually the zero map between two modules isomorphic to Z/2Z.
Check this.

The next definition introduces an important class of modules for ten-
sor products play a role similar to that played by projective and injective
modules for Hom’s:

Definition 3.16.12 A right R-module X is called flat if whenever

0 −→ U
f−→ V

g−→W −→ 0

is an exact sequence of left R-modules,

0 −→ X ⊗R U
idX ⊗f−→ X ⊗R V

idX ⊗g−→ X ⊗RW −→ 0

is an exact sequence of abelian groups.

By Theorem 3.16.10, in order to check flatness we only have to worry
about injective maps going to injective maps, everything else being au-
tomatic.

Theorem 3.16.13 (Associativity of tensor product) Given UR,
RVS, and SW , there is an isomorphism

(U ⊗R V )⊗S W →̃U ⊗R (V ⊗S W ), (u⊗ v)⊗ w 7→ u⊗ (v ⊗ w).

Proof By now you should be good in this. So, try this one on your own.
Well, just in case, for every w ∈W , consider the diagram

U × V

U ⊗R V U ⊗R (V ⊗S W )

�
����

ι H
HHHj

α′w

p p p p p p p p p p p p p p p p p p p p p p p-αw

to get the automorphism of abelian groups

αw : U ⊗R V → U ⊗R (V ⊗S W ), u⊗ v 7→ u⊗ (v ⊗ w).

Next consider the diagram

(U ⊗R V )×W

(U ⊗R V )⊗S W U ⊗R (V ⊗S W )

��
�����

ι
HH

HHHHj

α′

p p p p p p p p p p p p p p p p p p p p p p p p p p p p-α
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where

α′((
∑
i

ui ⊗ vi), w) = αw(
∑
i

ui ⊗ vi) =
∑
i

ui ⊗ (vi ⊗ w).

This gives a map

α : (U ⊗R V )⊗S W → U ⊗R (V ⊗S W ), (u⊗ v)⊗ w 7→ u⊗ (v ⊗ w).

The inverse map

β : U ⊗R (V ⊗S W ) → (U ⊗R V )⊗S W, u⊗ (v ⊗ w) 7→ (u⊗ v)⊗ w

is constructed in a similar way.

Theorem 3.16.14 (Additivity of tensor product)

(i) Given UR, RV , and RW , there is an isomorphism of abelian
groups

U⊗R(V ⊕W ) →̃ (U⊗RV )⊕(U⊗RW ), u⊗(v, w) 7→ (u⊗v, u⊗w).

(ii) Given UR, VR, and RW , there is an isomorphism of abelian
groups

(U⊕V )⊗RW →̃ (U⊗RW )⊕(V ⊗RW ), (u, v)⊗w 7→ (u⊗w, v⊗w).

Proof We prove (i). Construct a homomorphism of abelian groups

α :U ⊗R (V ⊕W ) → (U ⊗R V )⊕ (U ⊗RW ),

u⊗ (v, w) 7→ (u⊗ v, u⊗ w)

using the diagram

U × (V ⊕W )

U ⊗R (V ⊕W ) (U ⊗R V )⊕ (U ⊗RW )

�
���

����

ι
H

HHH
HHHj

α′

p p p p p p p p p p p p p p p p p p p p p p p p p p p p p p p-α

The inverse map

β : (U ⊗R V )⊕ (U ⊗RW ) → U ⊗R (V ⊕W ),

(
∑
i

ui ⊗ vi,
∑
j

uj ⊗ wj) 7→
∑
i

ui ⊗ (vi, 0) +
∑
j

uj ⊗ (0, wj)
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comes as a direct sum of two maps

β1 : U ⊗R V → U ⊗R (V ⊕W ),
∑
i

ui ⊗ vi 7→
∑
i

ui ⊗ (vi, 0)

and

β2 : U ⊗RW → U ⊗R (V ⊕W ),
∑
j

uj ⊗ wj 7→
∑
j

uj ⊗ (0, wj),

which, in turn, exist by the universal property of tensor products.

Remark 3.16.15 The theorem above is actually true for a direct sum of
an arbitrary family of modules and not only a direct sum of two modules.
The ‘same’ proof works.

Theorem 3.16.16 (Commutativity of Tensor Product) If R is a
commutative ring and V,W are R-modules, then there is an R-isomorphism

V ⊗RW →̃W ⊗R V, v ⊗ w 7→ w ⊗ v.

Proof (By now) a trivial exercise.

We now treat an important special case.

Theorem 3.16.17 Assume that R is commutative and V and W are free
R-modules with bases (vi)i∈I and (wj)j∈J , respectively. Then V ⊗R W
is a free R-module with basis (vi ⊗ wj)i∈I,j∈J .

Proof Let F be a free module on the symbols (vi⊗wj)i∈I,j∈J . The map

β : F → V ⊗RW, vi ⊗ wj 7→ vi ⊗ wj

exists by the universal property of free R-modules. The inverse map

α : V ⊗RW → F, vi ⊗ wj 7→ vi ⊗ wj

comes from the diagram

U × V

U ⊗R V F

�
�

�+

ι Q
Q

QQs

α′p p p p p p p p p p p p p p p p p p p p p-α

where the map α′ is defined via

α′((
∑
i

rivi,
∑
j

sjwj)) =
∑
i,j

risjvi ⊗ wj .
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Remark 3.16.18 We can now show that in general not every element
of a tensor product can be written as a pure tensor. For example let V
and W be 2-dimensional vector spaces over a field F with bases {v1, v2}
and {w1, w2}. We claim that v1 ⊗ w1 + v2 ⊗ w2 can not be written as
a pure tensor. If you think this is obvious, be careful! For example,
v1⊗w1 + v1⊗w2 does not look like a pure tensor but it is equal to one:
v1 ⊗w1 + v1 ⊗w2 = v1 ⊗ (w1 +w2). So, assume that v1 ⊗w1 + v2 ⊗w2

can be written as a pure tensor:

v1 ⊗ w1 + v2 ⊗ w2 = v ⊗ w. (3.19)

Write v = c1v1 + c2v2 and w = d1w1 + d2w2 for ci, di ∈ F . Then

v ⊗ w = c1d1v1 ⊗ w1 + c1d2v1 ⊗ w2 + c2d1v2 ⊗ w1 + c2d2v2 ⊗ w2.

By the theorem above, {v1 ⊗w1, v1 ⊗w2, v2 ⊗w1, v2 ⊗w2} is a basis of
V ⊗F W . So (3.19) leads to a contradiction.

We now consider some useful examples of tensor products.

Example 3.16.19 Let V be a Z-module and m be a positive integer.
Then

V ⊗Z Z/mZ ∼= V/mV. (3.20)

Indeed, one can use the universal property to write down a homomor-
phism

α : V ⊗Z Z/mZ ∼= V/mV, v ⊗ (n+mZ) 7→ nv +mV,

and the inverse map is given by v +mV 7→ v ⊗ (1 +mZ). It is easy to
deduce from (3.20) that

Z/nZ⊗Z Z/mZ ∼= Z/GCD(m,n)Z. (3.21)

For example, Z/2Z ⊗Z Z/3Z = 0. If this is hard to believe, I highly
recommend to see directly why for example a pure tensor

1̄⊗ 1̄ ∈ Z/2Z⊗Z Z/3Z

is zero. Another useful exercise is to convince yourself that

Z/mZ⊗Z Q = 0.
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We conclude this section with another important tensor product con-
struction. If A and B are two R-algebras for a commutative ring R (see
Definition 3.9.1), then the tensor product A ⊗R B also has a structure
of an R-algebra with multiplication satisfying

(a1 ⊗ b1)(a2 ⊗ b2) = (a1a2)⊗ (b1b2) (a1, a2 ∈ A, b1, b2 ∈ B).

Details are left as an exercise.

Remark 3.16.20 Explain Hopf algebra idea here...

3.17 Problems on Modules

Problem 3.17.1 Let K be an infinite extension of a field k (e.g. K =
k(x)). Let R be the ring of all 2× 2 upper triangular matrices(

α β

0 c

)
with α, β ∈ K and c ∈ k. Show that R is left artinian and left noetherian
but is neither right artinian or right noetherian.

Problem 3.17.2 Let V be a left R-module and W ⊆ V be a submodule.
Then V satisfies D.C.C. if and only if W and V/W do.

Problem 3.17.3 If R is left artinian and V is a finitely generated left
R-module then V satisfies D.C.C.

Problem 3.17.4 Assume that a left R-module V is written as a finite
sum of its submodules:

V =
n∑
i=1

Vi.

Show that V is noetherian (resp. artinian) if and only if so is every Vi.

Problem 3.17.5 Let k be a field and V be a vector space over k with an
infinite basis {e0, e1, e2, . . . }, and R = Endk(V ). Let r, s ∈ R be the ele-
ments defined by r(e2n) = en, r(e2n+1) = 0 and s(e2n+1) = en, s(e2n) =
0 for all n. Prove that {r, s} is a basis of RR.

Problem 3.17.6 True or false? Let V = W ⊕ X and V = W ⊕ Y
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be decompositions of a left R-module V as direct sums of submodules.
Then X = Y .

Problem 3.17.7 Let G be a finite group, F a field of characteristic p
dividing |G|, and FG the group algebra. Consider the 1-dimensional
submodule of the left regular module FGFG spanned by the element∑
g∈G g. Show that this submodule is not a direct summand of the

regular module.

Solution. Denote V := F
∑
g∈G g and assume that X is a complement

to V in FG. Let
∑
h∈G ahh ∈ X. As X is a submodule, we have

(
∑
g∈G g) · (

∑
h∈G ahh) ∈ X. Note however that

(
∑
g∈G

g) · (
∑
h∈G

ahh) = (
∑
h∈G

ah)(
∑
g∈G

g) ∈ V.

As V ∩ X = 0 it follows that
∑
h∈G ah = 0. Now by a dimension

argument X must consist of all elements of the form
∑
h∈G ahh with∑

h∈G ah = 0. However, if p divides the order of G, then
∑
g∈G g ∈ X,

giving a contradiction.

Problem 3.17.8 True or false?
(a) Let R be a commutative ring and I, J / R be two ideals of R. If

the modules R/I and R/J are isomorphic then I = J .
(b) Let R be a ring and I, J be two left ideals in R. If the modules

R/I and R/J are isomorphic then I = J .

Solution. (a) This is true! Note that Ann(R/I) = I, Ann(R/J) = J

and annihilators of isomorphic modules coincide. (If you gave a coun-
terexample, please return to it and find out what was wrong).

(b) This is false. For example, the matrix algebra R = M2(C) is a
direct sum of two left ideals I1 ⊕ I2, where I1 consists of the matrices
with zeros in the second column and I2 consists of the matrices with
zeros in the first column. Now, R/I1 ∼= I2 and R/I2 ∼= I1. It remains to
observe that I1 ∼= I2.

Problem 3.17.9 Let R = C[[x]], the ring of formal power series over C.
Consider the submodule W of the free module V = Rv1⊕Rv2 generated
by

(1− x)−1v1 + (1− x2)−1v2 and (1 + x)−1v1 + (1 + x2)−1v2.
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Find a basis {v′1, v′2} of V and elements δ1 | δ2 ∈ R such that W is
generated by δ1v′1 and δ2v′2. Describe V/W .

Solution. Note that R is a P.I.D. Applying (row 2) - (row 1)×(1 + x)−1

to the matrix (
(1− x)−1 (1 + x)−1

(1− x2)−1 (1 + x2)−1

)
yields the matrix(

(1− x)−1 (1 + x)−1

0 (1 + x2)−1 − (1 + x)−2

)
.

Applying (column 2) - (column 1)×(1− x)(1 + x)−1 yields(
(1− x)−1 0

0 (1 + x2)−1 − (1 + x)−2

)
.

Thus the elementary divisors are δ1 = (1 + x)−1 and δ2 = (1 + x2)−1 −
(1 + x)−2 (note that δ1 | δ2 as δ1 is a unit. Moreover,(

(1− x)−1 0
0 (1 + x2)−1 − (1 + x)−2

)
=

(
1 0

−(1 + x)−1 1

)
×

(
(1− x)−1 (1 + x)−1

(1− x2)−1 (1 + x2)−1

) (
1 −(1− x)(1 + x)−1

0 1

)
.

Hence

(v′1, v
′
2) = (v1, v2)

(
1 0

−(1 + x)−1 1

)
= (v1 − (1 + x)−1v2, v2).

Finally

V/W ∼= R/((1− x)−1)⊕R/((1 + x2)−1 − (1 + x)−2)
∼= (0)⊕R/(x) ∼= R/(x) ∼= C.

Problem 3.17.10 True or False? Every finitely generated module over
a commutative noetherian ring has a composition series.

Solution. False: take R = Z.

Problem 3.17.11 True or False? If R is a commutative ring then any
submodule of a free module is free.

Solution. False: consider Z/3Z ⊂ Z/6ZZ/6Z.
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Problem 3.17.12 True or False? If R is a domain then any submodule
of a free module is free.

Solution. False: consider (x, y) ⊂ F [x, y] and use the fact that there is
a non-trivial relation y · x− x · y = 0.

Problem 3.17.13 True or False? If R is a PID then any submodule of
a finitely generated free R-module is free.

Problem 3.17.14 True or False? If R is commutative and every sub-
module of a free R-module is free then R is a PID.

Solution. True. Clearly R is a domain. Assume that there is an ideal I
which is free R-module of rank > 1. Let {v1, v2, . . . } be a basis. Then
v1v2 − v2v1 = 0 is a relation, giving a contradiction.

Problem 3.17.15 True or False? If R is a PID and I is a proper ideal
in R then R/I is a PID.

Solution. False: does not have to be a domain.

Problem 3.17.16 True or False? If R is a PID then any subring of R
is a PID.

Solution. False: Z[x] ⊂ Q[x].

Problem 3.17.17 True or False? If R is a PID then R[x] is a PID.

Solution. False: take R = Z.

Problem 3.17.18 True or False? If R is artinian then R[x] is artinian.

Solution. False: take R = Q.

Problem 3.17.19 True or False? Any finitely generated torsion free
module over a PID is free.

Solution. True.

Problem 3.17.20 Let R be a PID. Calculate HomR((R/(a), R/(b)).

Solution. The homomorphism space is isomorphic to R/(GCD(a, b)).
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This can be seen by decomposing R/(a) and R/(b) into primary com-
ponents and showing that HomR(R/(pk), R/(pl)) ∼= R/(pmin(k,l)) for an
irreducible element p ∈ R.

Problem 3.17.21 Let R be a PID, and V be an R-module. A sub-
module W ⊆ V is called pure if W ∩ rV = rW for all r ∈ R. If V is a
finitely generated R-module, prove that a submodule W ⊆ V is a pure
submodule if and only if W is a direct summand of V .

Solution. First of all it is clear that a direct summand of V is pure.
Conversely, let W ⊆ V be a pure submodule. Then V/W is torsion
free. So W contains the torsion T (V ) of V , and it suffices to show that
the pure submodule W/T (V ) of the free module V/T (V ) is a direct
summand. Thus we may assume that V is free. Then by a theorem
there exist a basis {v1, . . . , vn} of V such that δ1v1, . . . , δkvk is a basis
of W . As V/W is torsion-free, it follows that all δi = 1, and so W is a
direct summand.

Problem 3.17.22 Calculate the invariant factors of the following ma-
trices, working over the ring Z[i] of Gaussian integers:1 0 0

0 1 + i 0
0 0 2 + i

 and


2i i 2 + i

i− 1 1 + i 0
0 0 2 + i

1 + i −1 2 + i

 .

Problem 3.17.23 Let

A =

−4 −6 7
2 2 4
6 6 15

 .

Find unimodular matrices X and Y over Z such that ZAY has the form
diag(δ1, δ2, δ3) with δ1 | δ2 | δ3.

Problem 3.17.24 True or false? Let R be a PID and V be a finitely
generated R-module with invariant factors δ1 | δ2 | . . . | δk. Then V can-
not be generated by less than k elements.

Solution. True. If the module is generated by m < k elements then it
is a quotient of the free module of rank m. By Theorem 3.7.7, V will
have less than k invariant factors, which contradicts the fact that the
invariant factors of a module are well-defined.
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Problem 3.17.25 Let R be a commutative ring. Is it true that the left
regular R-module is indecomposable? What if R is a PID?

Problem 3.17.26 True or false? Let R be a PID and A be an n × n

matrix over R. Then A is invertible if and only if A is equivalent to the
identity matrix.

Problem 3.17.27 Find the invariant factors and the primary decom-
position for the Z-module Z/2000Z.

Problem 3.17.28 Let p be a prime and V be a finitely generated Z-
module with paV = 0. Suppose that v ∈ V has order exactly pa. Show
that V = Rv ⊕W for some submodule W ⊆ V .

Solution. Decompose V according to Theorem 3.7.9:

V = ⊕ni=1Z/(pai).

It follows from the assumption paV = 0 that all prime powers appearing
in this decomposition are indeed powers of p. Moreover, at least one of
ai must equal to a, as otherwise the module would not have elements of
order pa. Now, let v = v1+v2+· · ·+vn with vi in the component Z/(pai).
As v has order exactly pa, at least one of the non-zer components vi must
correspond to ai = a. We may assume without loss of generality that it
is V1. Thus, v1 6= 0 and a1 = a. Now

W := ⊕ni=2Z/(pai)

will do the job.

Problem 3.17.29 True or false? Let V be a finitely generated torsion-
free Q[x]-module, and θ ∈ EndQ[x](V ) be surjective. Then θ is injective.

Solution. True for any PID R. Indeed, the assumption implies that
V is free of finite rank m. Now consider the kernel W of θ and use
Theorem 3.7.7 to see that either V/W has torsion or it is free of rank
smaller than m. In both cases we cannot have V/W ∼= V .

Problem 3.17.30 True or false? Let V be a finitely generated torsion-
free Q[x]-module, and θ ∈ EndQ[x](V ) be injective. Then θ is surjective.

Solution. False. Multiplication by t in a free module of rank 1 is injective
but not surjective.
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Problem 3.17.31 True or false? A (not necessarily finitely generated)
torsion-free module over a PID is free.

Problem 3.17.32 True or false? Let V ( W be a proper containment
of free Z-modules. Then rankZ(V ) < rankZ(W ).

Solution. False: 2Z ⊂ Z.

Problem 3.17.33 True or false? If V ⊆W are free Z-modules of equal
finite rank, then W/V is a finite group.

Problem 3.17.34 True or false? The C[x, y]-modules C[x, y]/(x, y) and
C[x, y]/(x− 1, y − 1) are isomorphic.

Problem 3.17.35 Classify, up to isomorphism, all Q[t]-modules V

which are annihilated by (t3 − 2)(t− 2)3 and satisfy dimQ V = 5.

Solution. Let R = Q[t], X = R/(t3 − 2), and Wi = R/((t − 2)i) for
1 ≤ i ≤ 3. By the Fundamental Theorem on finitely generated modules
over a PID, the only possibilities for V are: X ⊕W2, X ⊕W1 ⊕W1,
W3 ⊕W2, W3 ⊕W1 ⊕W1, W2 ⊕W2 ⊕W1, W2 ⊕W1 ⊕W1 ⊕W1, W⊕5

1 .

Problem 3.17.36 How many abelian groups are there of order 56 · 75

(up to isomorphism)?

Problem 3.17.37 Find the isomorphism classes of abelian groups of
order 108 having exactly 4 subgroups of order 6.

Solution. The groups are as follows: C27×C4, C27×C2×C2, C9×C3×C4,
C9 × C3 × C2 × C2, C3 × C3 × C3 × C4, C3 × C3 × C3 × C2 × C2. A
subgroup of order 6 is C3 × C2, and C3, C2 must be in the appropriate
Sylow subgroups. Now, C27 has one subgroup of order 3, while C9 ×C3

has four, and C3 × C3 × C3 has thirteen. Similarly, C4 has just one
subgroup of order 2, and C2 × C2 has three. Thus, the only possibility
is C9 × C3 × C4.

Problem 3.17.38 True or false? If V is a noetherian module over a
ring then any surjective endomorphism of V is bijective.

Solution. True. Let K be the kernel of our surjective homomorphism.
Then V/K ∼= V . If K 6= 0 we construct an infinite strictly ascending
chain of submodules, which gives a contradiction. To get the chain, we
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start with W0 = K. Then use the correspondence theorem for sub-
modules to get a submodule W1 of V containing W0 and such that
W1/W0

∼= K. As V/W1
∼= V/K ∼= V , we can use the correspondence

theorem again to get W2 ⊃ W1 with W2/W1
∼= K. Continuing like this

we get the desired chain.

Problem 3.17.39 Let V and W be simple left R-modules. Suppose
there exist non-zero elements v ∈ V and w ∈W such that (v, w) gener-
ates a proper submodule of V ⊕W . Then V ∼= W .

Problem 3.17.40 If V1 and V2 are non-isomorphic simple R-modules,
then the R-module V1 ⊕ V2 is cyclic.

Problem 3.17.41 If V1 and V2 are non-isomorphic simple R-modules,
then V1⊕V2 has exactly four submodules: 0, 0⊕V2, V1⊕0, and V1⊕V2.

Solution. Let W be a non-zero submodule of V1 ⊕ V2. If W is not one
of the four modules mentioned above, then W contains a vector (v1, v2)
with both v1 and v2 non-zero. But the module generated by (v1, v2)
has both V1 and V2 as its composition factors. (To see this, project to
V1 and V2 and observe that both projections are of course non-zero.)
Hence both V1 and V2 are composition factors of W . Now, W must
equal V1⊕V2 as otherwise V1⊕V2 will have more than two composition
factors.

Problem 3.17.42 True or false? Let V be a left R-module and V1 6= V2

be maximal submodules. Then V/(V1 ∩ V2) ∼= V/V1 ⊕ V/V2.

Problem 3.17.43 Let R be a ring and V be an R-module. Set E :=
EndR(V ), the endomorphism ring of V .

(a) If V is the direct sum of two non-trivial R-submodules, show that
E contains an idempotent e 6= 0, 1.

(b) Suppose that all zero divisors of E lie in a proper ideal J of E.
Show that V is indecomposable.

Problem 3.17.44 True or false? Let R be a subring of Mn(Q) which
is finitely generated as a Z-module. Then R is free as a Z-module.

Problem 3.17.45 True or false? If V is a left R-module and EndR(V )
is a division ring, then V is simple.
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Solution. False. For example prove that EndZ(Q) ∼= Q.

Problem 3.17.46 True or false? Every finitely generated module over
R[x, y, z]/(x2 − y3, y2 + z2) is noetherian.

Problem 3.17.47 True or false? If G be a finite abelian group then the
group algebra QG is a domain.

Solution. False: if g is an element of order n, then

(1− g)(1 + g + · · ·+ gn−1) = 0.

Problem 3.17.48 True or false: A commutative ring is left semisimple
if and only if it is isomorphic to a direct sum of finitely many fields.

Solution. True by Wedderburn-Artin.

Problem 3.17.49 Prove that J(R) contains no non-zero idempotent.

Problem 3.17.50 True or false? In a ring R the set of nilpotent ele-
ments is an ideal.

Problem 3.17.51 True or false? If R is a commutative semisimple ring
and r ∈ R with r2 = 0 then r = 0.

Solution. True. By Weddreburn-Artin (or Problem 3.17.48) R is a direct
sum of fields, and the result is clear.

Problem 3.17.52 R is a semisimple finite ring with |R| = 4. What are
the possibilities for R.

Problem 3.17.53 True or false? For every left noetherian ring R, the
Jacobson radical J(R) is the largest nilpotent ideal of R.

Problem 3.17.54 True or false? If R is a noetherian commutative ring
then R/J(R) is a semisimple ring (i.e. every R-module is semisimple).

Problem 3.17.55 Calculate the Jacobson radical of the ring Z/mZ.

Solution. Decompose m = pa1
1 . . . pak

k where pi’s are distinct primes
and all ai > 0. I claim that J(Z/mZ) is the principal ideal I gener-
ated by the element p1p2 . . . pk + mZ. To prove this, observe that the
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ideal I coincides with the set of nilpotent elements in Z/mZ and use
Lemma 3.13.1.

Problem 3.17.56 Let e ∈ R be a non-zero idempotent. Then eRe is a
ring (with identity), and J(eRe) = J(R) ∩ eRe

Solution. Hint: first prove that when V is a simple R-module, eV is
either zero or simple R-module. Then use Proposition 3.12.3.

Problem 3.17.57 Let R be a ring. Show that J(Mn(R)) = Mn(J(R)).

Solution. Hint: Observe that if V is a simple R-module, then V ⊕n is a
simple Mn(R)-module in a natural way. Then use Proposition 3.12.3.
You may also want to use Problem 3.17.56: observe that R = eMn(R)e
where e = E1,1.

Problem 3.17.58 Let V be a finitely generated left R-module, and π :
V → V/J(R)V be the projection. If π(v1), . . . , π(vn) generate V/J(R)V ,
then v1, . . . , vn generate V .

Problem 3.17.59 True or false? J(R1⊕· · ·⊕Rn) = J(R1)⊕· · ·⊕J(Rn).

Problem 3.17.60 Let F be a field and R = F [x]/I where I is the ideal
of F [x] generated by x2 + 2x+ 1. What is the Jacobson radical of R.

Problem 3.17.61 Prove the following generalization of Nakayama’s
lemma: if R is an arbitrary ring, I a two-sided ideal of R contained in
the Jacobson radical of R, and V a left finitely generated R-module such
that IV = V , then V = 0.

Problem 3.17.62 True or false? If V is an irreducible R-module, the
center of EndR(V ) is a field.

Problem 3.17.63 Say all you can about an artinian ring containing no
non-zero nilpotent elements.

Problem 3.17.64 True or false? If R is a left artinian ring with no zero
divisors, then R is a division ring.

Problem 3.17.65 True or false? Let F be a field. A finite dimensional
F -algebra without zero divisors is a division algebra.
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Problem 3.17.66 True or false? If a ring R is simple artinian then the
ring of all 2× 2 matrices over R is simple artinian.

Problem 3.17.67 Let G be a finite group and F be an algebraically
closed field of characteristic p. Prove the following:

(i) Up to isomorphism, that there are only finitely many irreducible
FG-modules L1, . . . , Lk.

(ii) Let di = dimLi, 1 ≤ i ≤ k. Then
∑k
i=1 d

2
i ≤ |G|, and the

equality holds if and only if p 6 | |G|.
(iii) Is it true that the inequality

∑k
i=1 d

2
i ≤ |G| holds even if F is not

algebraically closed?

Solution. The irreducible modules for FG are pullbacks of the irreducible
modules over FG/J(FG), which is a finite dimensional semisimple alge-
bra. In particular it has only finitely many irreducibles for example by
Wedderburn-Artin. This gives (i). Also by Wedderburn-Artin, we have
dim(FG/J(FG)) =

∑k
i=1 d

2
i , which gives (ii) using Maschke’s Theorem.

. Finally, (iii) is false: for example C3 has a simple module of dimension
2 over Q.

Problem 3.17.68 Let Cn be the cyclic group of order n. Decompose
the group algebra CCn as a direct sum of simple ideals. Do the same
for QCn.

Problem 3.17.69 True or false? Let A be a finite dimensional abelian
algebra over an algebraically closed field F . Then all simple A-modules
are 1-dimensional.

Problem 3.17.70 True or false? Let A be a finite dimensional abelian
algebra over a field F . Then all simple A-modules are 1-dimensional.

Problem 3.17.71 Let A be a finite dimensional algebra over an alge-
braically closed field F , and V be a simple A-module.

(i) Show that V is finite dimensional.
(ii) Let {v1, . . . , vn} be a basis of v, and ρ(a) be the matrix of a linear

transformation V → V, v 7→ av with respect to this basis. Show
that for any matrix A ∈Mn(F ) there exists a ∈ A with A = ρ(a).

(iii) Show that (ii) may fail if F is not algebraically closed.

Solution. (i) follows from the fact that every simple A-module is a
quotient of A.
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(ii) Either use Schur Lemma and Jacobson’s Density Theorem or
Wedderburn-Artin for algebras over algebraically closed fields (see Re-
mark 3.11.16).

(iii) Consider C as an R-algebra and the regular C-module CC.

Problem 3.17.72 A finite ring with no nilpotent elements is a direct
product of fields.

Problem 3.17.73 Say all you can about a finite simple ring.

Solution. Mn(Fq) (by Wedderburn-Artin and Wedderburn’s theorem
that finite division rings are fields).

Problem 3.17.74 True or false? If A is a finite dimensional simple
algebra over C, then dimC A is a perfect square.

Problem 3.17.75 Let R be a ring and J be its Jacobson radical. Then
R/J is a division ring if and only if R has a unique maximal left ideal.

Problem 3.17.76 True or false? If R is a semisimple artinian ring with
r3 = r for all r ∈ R, then R is a division ring.

Problem 3.17.77 True or false? If A and B are semisimple complex
algebras of dimension 4 then A ∼= B.

Problem 3.17.78 True or false? If A and B are semisimple complex
algebras of dimension 3 then A ∼= B.

Problem 3.17.79 If R is a left semisimple ring with r2 = r for all r ∈ R
then R is isomorphic to a direct product of copies of F2.

Problem 3.17.80 True or false? If R is an artinian ring having no
non-zero nilpotent elements then R is a direct sum of fields.

Problem 3.17.81 Classify all 2-dimensional R-algebras.

Problem 3.17.82 Determine whether or not the matrices1 3 1
2 2 −1
1 1 1

 and

0 0 −6
1 0 1
0 1 4





196 Modules

are similar over rationals.

Problem 3.17.83 Determine whether or not the matrices 0 1 0
0 0 1
−1 2 1

 and

0 1 0
2 3 0
0 0 −5


are similar over rationals.

Problem 3.17.84 An n×n nilpotent matrix with entries in a field has
characteristic polynomial xn.

Problem 3.17.85 True or false? There are exactly 3 similarity classes
of 4× 4 matrices A over F2 satisfying A2 = 1.

Problem 3.17.86 Give a list of 2× 2 matrices over F2 such that every
2× 2 matrix over F2 is similar to exactly one on your list.

Problem 3.17.87 Let V be a finite dimensional vector space and let
ϕ,ψ be commuting diagonalizable linear transformations from V to V .
Show that ϕ and ψ can be simultaneously diagonalized.

Problem 3.17.88 Let V be a finite dimensional vector space and let
(ϕi)i∈I be a family of commuting diagonalizable linear transformations
from V to V . Show that ϕi can be simultaneously diagonalized.

Solution. We use induction on dimV , the induction base being dimV =
1. Let dimV > 1. If all linear transformations are scalar, we are done.
Otherwise, pick ϕj which is not. Then V decomposes as a direct sum
of the corresponding eigenspaces whose dimensions are less than dimV .
Each ϕi leaves those eigenspaces invariant (as ϕi commutes with ϕj),
and so we can apply inductive assumption.

Problem 3.17.89 Let V be a 7-dimensional vector space over Q.
(a) How many similarity classes of linear transformations on V have

characteristic polynomial (x− 1)4(x− 2)3?
(b) Of the similarity classe in (a), how many have minimal polynomial

(x− 1)2(x− 2)2?
(c) Let ϕ be a linear transformation from V to V having characteristic

polynomial (x − 1)4(x − 2)3 and minimal polynomial (x − 1)2(x − 2)2.
Find dim ker(T − 2 id).
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Problem 3.17.90 Exhibit a 4 × 4 matrix A with integer coefficients
such that A5 = 1 6= A.

Problem 3.17.91 Let A,B ∈ M5(Q) be non-zero 5 × 5 matrices over
Q such that AB = BA = 0. Prove that if A4 = A and B4 = B2 − B,
then A+B is invertible.

Problem 3.17.92 Let V be a finite dimensional vector space over a field
F . Let θ be a linear transformation on V . Assume that there do not
exist proper, θ-invariant, subspaces V1, V2 of V such that V = V1 ⊕ V2.
Show that for some basis of V the matrix of θ is the companion matrix
of p(x)e, where p(x) is some irreducible polynomial in F [x].

Problem 3.17.93 Let V be a finite dimensional vector space over Q.
Let θ be a linear transformation on V having characteristic polynomial
(x− 2)4.

(a) Describe the possible Jordan normal forms for θ, and for each of
these give the minimal polynomial of θ.

(b) For each of the possibilities in (a) give the dimension of the 2-
eigenspace of θ.

(c) Assume that θ leaves invariant only finitely many subspaces of V .
What can be said about the Jordan normal form of θ.

Problem 3.17.94 Let R be an artinian ring. Show that J(R) is a
semisimple left R-module if and only if J(R)2 = 0.

Problem 3.17.95 Suppose that R is a finite dimensional simple F -
algebra, for F a field. Show that dimF R = n2e, where ne = dimF V for
some irreducible R-module V .

Problem 3.17.96 Let F be a field and V be a finite dimensional F -
vector space. Let θ ∈ EndF (V ) have minimal polynomial f ∈ F [x]. Let
R be the subalgebra of F [θ] of EndF (V ). Prove that R is semisimple if
and only if each prime factor of f in F [x] has multiplicity 1.

Problem 3.17.97 True or false? For a short exact sequence

0 → V →W → X → 0,

if V and W are indecomposable then so is X.
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Problem 3.17.98 Show that if M1,M2, . . . ,Mn are distinct maximal
ideals of the commutative ring R, then each R-module R/Mi, 1 ≤ i ≤ n,
is isomorphic to exactly one factor of the chain

R ⊇M1 ⊇M1 ∩M2 ⊇ · · · ⊇M1 ∩M2 ∩ · · · ∩Mn.

Problem 3.17.99 True or false? If R is a commutative artinian ring
then R[x] is noetherian.

Problem 3.17.100 True or false? Q is an injective Z-module.

Problem 3.17.101 Give three different definitions of projective module
and show that your definitions are equivalent.

Problem 3.17.102 Prove that Q is not projective as a Z-module by
showing that it is not a direct summand of a free module.

Problem 3.17.103 Prove that a field F of characteristic 0 is not a
projective Z-module under the natural action.

Solution. For every element α ∈ F× and every non-zero integer n there
exists an element β ∈ F× with nβ = α. This shows that F cannot be
a submodule of a free Z-module, and so, of course, it is not a direct
summand.

Problem 3.17.104 Let R be a PID. Which cyclic R-modules are pro-
jective?

Problem 3.17.105 Let R be commutative. True or false:

(i) Every submodule of a projective R-module is projective.
(ii) Every submodule of an injective R-module is injective.
(iii) Every quotient of a projective R-module is projective.
(iv) Every quotient of an injective R-module is injective.

Problem 3.17.106 Let n ≥ 1. Then Z/nZ is injective Z/nZ-module.

Solution. We need only to show that if I is an ideal of Z/nZ and ϕ : I →
Z/nZ is linear, then ϕ extends to a linear map ψ : Z/nZ → Z/nZ. Now,
I = dZ/nZ for some d|n. Let k ∈ Z be such that ϕ(d + nZ) = k + nZ.
Since (n/d)(d + nZ) = 0 in I, we have (n/d)k + nZ = 0. Therefore n
divides nk/d. It follows that d divides k. Let e = k/d. We can define
ψ(x+ nZ) = xe+ nZ.



3.17 Problems on Modules 199

Problem 3.17.107 True or false? Every abelian group monomorphism
Cp∞ → A splits.

Problem 3.17.108 True or false? Q[x, x−1] is a projective Q[x]-module.

Problem 3.17.109 Let R be a ring, and V ⊂ W , V ′ ⊂ W ′ be R-
modules such that W/V ∼= W ′/V ′ ∼= RR and V ∼= V ′, then W ∼= W ′.

Solution. True: since RR is projective, we have W ∼= V ⊕R ∼= V ′⊕R ∼=
W ′.

Problem 3.17.110 Let R be a domain and F be its field of fractions.
Prove that F is an injective R-module.

Solution. Let L be an ideal in R, and ϕ : L → F be an R-module
homomorphism. We may assume that L 6= 0. Pick any r ∈ L \ {0}
and extend ϕ to R by sending s ∈ R to sϕ(r)/r ∈ F . To see that the
map is well-defined, note that f(r1r2) = r1f(r2) = r2f(r1) implies that
f(r1)/r1 = f(r2)/r2. It is easy to see that the map is an R-module map
extending ϕ.

Problem 3.17.111 True or false? Q is the injective hull of Z.

Problem 3.17.112 Every short exact sequence of C[x]/(x2−1)-modules
is split.

Solution. True: the ring is isomorphic to C×C, so we can apply Propo-
sition 3.14.11.

Problem 3.17.113 True or false? Every short exact sequence of Z15-
modules is split.

Problem 3.17.114 True or false? Every R[x]-module is projective.

Solution. No, torsion module over a PID is not projective.

Problem 3.17.115 True or false? Every projective module over a com-
mutative ring is free.

Solution. False: C over C× C.

Problem 3.17.116 Let F be a free left R-module with finite basis.
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Prove that F ∗ is a free right R-module with finite basis dual to the basis
of F . Prove that F is reflexive.

Problem 3.17.117 Let P be a finitely generated projective left R-
module. Prove that P ∗ is a finitely generated projective right R-module.
Prove that P is reflexive. Demonstrate that both statements are false if
we drop the assumption of P being finitely generated.

Solution. Since P is finitely generated, there is a surjective map F�P ,
where F is a free module with finite basis. Then F ∼= P ⊕ P ′, as P
is projective. Note that F ∗ ∼= P ∗ ⊕ P ′∗, whence P ∗ is projective and
finitely generated, as F ∗ is free with finite basis by Problem 3.17.116.
Moreover, let θ : F → F ∗∗ = P ∗∗⊕P ′∗∗ be a canonical homomorphism,
which is an isomorphism by Problem 3.17.116 again. Then θ(P ) ⊆ P ∗∗

and θ(P ′) ⊆ P ′∗∗. It follows that the restriction θ |P : P → P ∗∗ is an
isomorphism.

As for counterexamples, take an F2-vector space V on an infinite
countable basis. Then F∗∗2 does not have a countable basis. Finally,
consider a free Z-module F := ⊕∞i=1Z of infinite countable rank. We
claim that F ∗ =

∏∞
i=1 Z is not projective. Well, let ϕ : F ∗ → Z2 be a

map which sends a tuple (n1, n2, . . . ) ∈
∏∞
i=1 Z to 1̄ if all ni are odd,

and to 0̄ otherwise. Now, if π : Z → Z2 is the natural surjection, then
there no map ψ : F ∗ → Z with π ◦ ψ = ϕ. Indeed, if such ψ ex-
isted, then ψ((1, 1, 1, . . . )) must be odd and ψ((1, 0, 0, . . . )) is even, but
ψ((2, 1, 1, . . . )) is even, giving a contradiction.

Problem 3.17.118 Let V be a finite dimensional vector space over a
division ring D. Prove that V is reflexive.

Problem 3.17.119 Prove that a domain R is a field if and only if every
R-module is projective.

Solution. If R is a field, we know that every R-module (i.e. a vector
space over R) has a basis. This means that every R-module is free, and
hence projective. Conversely, assume that every R-module is projective.
By Proposition 3.14.11, R is semisimple artinian. By Wedderburn-Artin
R is a field. (Another proof: take any non-zero r ∈ R. To show that r is
invertible consider an epimomorphism θ : RR → Rr, s 7→ sr. As Rr is
projective, the epimomorphism splits, i.e. there exists a homomorphism
ϕ : Rr → RR such that θ◦ϕ = idRr. Using the fact that R is a domain, it
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follows that ϕ(r) = 1. Now, if xr = 0, we have 0 = ϕ(xr) = xϕ(r) = x,
as required.)

Problem 3.17.120 Let R be a subring of the ring S such that S is free
with basis (si)i∈I when considered as a right R-module. If V is a left
R-module, then, as abelian groups,

S ⊗R V =
⊕
i∈I

si ⊗ V,

where si ⊗ V denotes the subspace of S ⊗R V generated by all pure
tensors of the form si ⊗ v.

Problem 3.17.121 Let V and W be Z-modules (equivalently, abelian
groups).

(i) V ⊗Z Z/mZ ∼= V/mV .
(ii) Z/mZ⊗Z Z/nZ ∼= Z/kZ, where k = GCD(m,n).
(iii) Describe V ⊗Z W if V and W are finitely generated.

Problem 3.17.122 True or false? If V is a torsion module over Z then
V ⊗Z Q = 0.

Problem 3.17.123 True or false? Q⊗Z Q ∼= Q.

Problem 3.17.124 Let V be a right R-module and W be a left R-
module. True or false?

(i) There is an isomorphism of abelian groups V ⊗RW ∼= V ⊗Z W .
(ii) If v ⊗ w = v′ ⊗ w′ in V ⊗RW , then v = v′ and w = w′.

Problem 3.17.125 If V ′ is a submodule of the right R-module V and
W ′ is a submodule of the left R-module W , then (V/V ′)⊗R (W/W ′) ∼=
(V ⊗R W )/U , where U is the subgroup of V ⊗R W generated by all
elements oof the form v′ ⊗ w and v ⊗ w′ where v′ ∈ V ′, v ∈ V,w′ ∈
W ′, w ∈W .

Problem 3.17.126 If

0 −→ U
f−→ V

g−→W −→ 0

is a split exact sequence of left R-modules, then

0 −→ X ⊗R U
idX ⊗f−→ X ⊗R V

idX ⊗g−→ X ⊗RW −→ 0
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is an exact sequence of abelian groups for any right R-module X.

Problem 3.17.127 Prove that a projective module is flat.

Problem 3.17.128

(i) If I is a right ideal of a ring R and V is a left R-module, then
there is an isomorphism of abelian groups

R/I ⊗R V ∼= V/IV,

where IV is the subgroup of V generated by all elements xv with
x ∈ I, v ∈ V .

(ii) If R is commutative and I, J are ideals in R, then R/I⊗RR/J ∼=
R/(I + J).

Problem 3.17.129 True or false? If f : V → V ′ and g : W → W ′ are
surjective maps of right and left R-modules respectively, then

f ⊗ g : V ⊗RW → V ′ ⊗RW ′

is surjective.

Problem 3.17.130 Let R be a commutative ring and V,W be R-
modules. Show that there exists a homomorphism of R-algebras

θ : EndR(V )⊗R EndR(W ) → EndR(V ⊗RW )

such that

(θ(f ⊗ g))(v ⊗ w) = f(v)⊗ g(w)

for all v ∈ V,w ∈W , f ∈ EndR(V ), g ∈ EndR(W ).

Problem 3.17.131 Suppose f : R → S is a surjective ring homomor-
phism. Let V and W be a right and a left S-modules, respectively.
Describe how to give V and W a right and a left R-module structures,
and prove

V ⊗RW ∼= V ⊗S W.

If f is not a surjection, is V ⊗RW ∼= V ⊗S W?

Problem 3.17.132 True or false? If V and W are respectively right
and left modules over a division ring D such that V ⊗D W = 0 then
either V = 0 or W = 0.
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Problem 3.17.133 True or false? Let R be a commutative ring and
V be an R-module. If L ⊗R V = 0 for every simple R-module L then
V = 0.

Problem 3.17.134 True or false? Let V be a left R-module. If

X ⊗R V = 0

for every right R-module X then V = 0.

Problem 3.17.135 True or false? If V, V1, V2 are non-zero free modules
of finite rank over a commutative ring R with V ⊗R V1

∼= V ⊗R V2, then
V1
∼= V2.

Problem 3.17.136 True or false? Z3 ⊗Z (Z⊗Z Z2) ∼= Z6.

Problem 3.17.137 Find (Q⊕ Z7)⊗Z Z5.

Problem 3.17.138 True or false? Z35 ⊗Z Z5
∼= Z7.

Problem 3.17.139 Find (C⊕ Z6)⊗Z Z3.

Problem 3.17.140 True or false? Let R be a ring, V be a right R-
module and W be a left R-module. Then the additive group V ⊗R W
is a quotient of the abelian group V ⊗Z W .

Problem 3.17.141 Give an example of a ring R, a right R-module V
and a left R-module W such that V ⊗RW 6∼= V ⊗ZW as abelian groups.

Problem 3.17.142 True or false? If K/Q and L/Q are finite field
extensions then K ⊗Q L is a semisimple ring.

Problem 3.17.143 Let K/k be a field extension, f be an irreducible
polynomial over k, and α be a root of f in some extension field of k.
Show that k(α)⊗k K is isomorphic to K[x]/(f) as a k-algebra. Deduce
that if α is separable over k, then k(α)⊗k K is semisimple.

Problem 3.17.144 Let A and B be finite dimensional semisimple al-
gebras over C. Prove that A⊗C B is semisimple.

Problem 3.17.145 Let R be a ring for which every simple left R-module
is projective. Prove that R is semisimple artinian.
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Categories and Functors

Category theory unifies concepts from many parts of mathematics. At
the first glance it sounds like a boring piece of general nonsense or some
kind of naive way of thinking about mathematics in terms of dots and
arrows. In reality category theory is a very powerful tool. One of its
principal ideas is that of naturality. Everything should be a functor,
isomorphisms should be natural (or functorial), etc.

4.1 Categories

The idea of a category is that its object is characterized not as a set,
not by describing of which elements it consists, but by its relations with
other objects.

Definition 4.1.1 A category C consists of three ingredients:

• A class Ob C of objects of the category.
• A set Hom(A,B) = HomC(A,B) of morphisms from A to B, for

every ordered pair (A,B) of objects. If f ∈ Hom(A,B) we often

write f : A → B or A
f→ B and call A the domain and B the

target of f .
• A composition map

Hom(A,B)×Hom(B,C) → Hom(A,C), (f, g) 7→ gf,

for every ordered triple A,B,C of objects.

These ingredients should satisfy the following axioms:

(i) The Hom sets are pairwise disjoint; that is each morphism has a
unique domain and a unique target.

204
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(ii) For each objectA, there is an identity morphism idA ∈ Hom(A,A)
such that f idA = f and idB f = f for all f : A→ B.

(iii) Composition is associative, that is whenever

A
f→ B

g→ C
h→ D,

then h(gh) = (hg)f .

Remark 4.1.2 If you are confused by the word class in the definition
above substitute for it the word set and read remarks in the beginning
of section 7.2 of Rotman.

Example 4.1.3 (i) The category Sets of sets has all sets as its objects,
maps between sets as morphisms and usual composition of maps as
composition of morphisms.

(ii) The category Groups. Here objects are groups, morphisms are
group homomorphisms.

(iii) The category Ab. Here objects are abelian groups, morphisms
are group homomorphisms.

(iv) Top is the category of topological spaces and continuous maps.
(v) Let R be a fixed ring. The category R -Mod is the category of all

left R-modules and R-module homomorphisms. Similarly Mod-R is the
category of all right R-modules.

(vi) Let X be a partially ordered set, for example the set of all sub-
groups of a fixed groupG ordered by inclusion. The category PO(X) has
all elements ofX as its objects. As for morphisms, we set Hom(x, y) = ∅
if x 6≤ y. On the other hand, if x ≤ y, then Hom(x, y) = {fxy}, that is
there is exactly one morphism from x to y for each pair x ≤ y. Finally,
the composition is defined via fyzfxy := fxz for x ≤ y ≤ z.

(vii) Let G be a monoid (a ‘group where we do not insist that ev-
ery element has inverse element’). Define the category C(G) as follows:
C(G) has only one object, call it ∗. Now, HomC(G)(∗, ∗) := G with the
composition being the group multiplication.

It is clear how to translate the notion of isomorphism into a categorical
language.

Definition 4.1.4 A morphism f : A → B in a category C is called
an isomorphism if there exists a morphism g : B → A in C such that
gf = idA and fg = idB . The morphism g is called the inverse of f and
denoted f−1.
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Remark 4.1.5 (i) The inverse morphism is defined uniquely: if g and
g′ are both inverse to f , then multiplyng the equality fg = idB on the
left by g′ and using equalities idA g = g and g′ idB = g′, we get g = g′.

(ii) Clearly idA is an isomorphism for any object A.
(iii) We describe isomorphisms in the categories from Example 4.1.3:

(i) set bijections; (ii) and (iii) group isomorphisms, (iv) homeomor-
phisms; (v) module isomorphisms; (vi) idx for each x ∈ X; (vii) in-
vertible elements of G (in particular, if G is a group then all morphisms
are isomorphisms).

You will recognize the following definitions as generalizations of direct
sum and direct product of modules.

Definition 4.1.6 Let (Ai)i∈I be a family of objects of a category C
indexed by a set I.

(i) A coproduct of the family consists of an object
∐
i∈I Ai and a family

of morphisms (ιj : Aj →
∐
i∈I Ai)j∈I such that for any object B and a

family of morphisms (ϕj : Aj → B)j∈I there exists a unique morphism
ϕ :

∐
i∈I Ai → B making the following diagram commutative for each

j ∈ I:

Aj

∐
i∈I

Ai B

@
@

@@R

ϕj

?

ιj

p p p p p p p-
ϕ

(ii) A coproduct of the family consists of an object
∏
i∈I Ai and a

family of morphisms (πj :
∏
i∈I Ai → Aj)j∈I such that for any object

B and a family of morphisms (ϕj : B → Aj)j∈I there exists a unique
morphism ϕ : B →

∏
i∈I Ai making the following diagram commutative

for each j ∈ I:

B

∏
i∈I

Ai

Ai

p p p p p p p-ϕ

@
@

@
@R

ϕi

?
πi

First an expected uniqueness result:
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Lemma 4.1.7 Let (Ai)i∈I be a family of objects of a category C indexed
by a set I.

(i) Assume that

(
∐
i∈I

Ai, (ιj : Aj →
∐
i∈I

Ai)j∈I)

and

(
∐
i∈I

′Ai, (ι′j : Aj →
∐
i∈I

′Ai)j∈I)

are two coproducts. Then there exists an isomorphism

ϕ :
∐
i∈I

Ai →̃
∐
i∈I

′Ai

such that the following diagram is commutative for every j ∈ I:

Aj

∐
i∈I

Ai
∐
i∈I

′Ai

�
�	

ιj
@

@R

ι′j

-ϕ

(ii) Dual statement for products which I am lazy to type in.

Proof Usual stuff. If you are still not comfortable with that please come
to the office hours.

What might be surprising, is that products and coproducts might not
exist in certain categories.

Example 4.1.8

(i) In the category of sets coproduct is given by disjoint union and
product by the cartesian product.

(ii) In the category of R-modules products are direct products and
coproducts are direct sums. Similar constructions work for the
category of abelian groups. As for the category of all groups,
direct product works as a categorical product, and the categorical
coproduct is given by the free product, not a direct sum! Also note
that if you try infinite families of objects in the category of finite
groups for example, you will be in trouble.
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(iii) In the category PO(X) we have x
∐
y is the least upper bound

for x and y, and x
∏
y is the greatest lower bound of x and y, if

they exist.
(iv) In the category of fields products and coproducts do not exist:

think about what kind of field would need to exist if we wanted
it to be a product of F2 and F3.

Definition 4.1.9 We say that a category B is a subcategory of a category
C, written B ⊆ C, if ObB ⊆ Ob C and for every pair A,B of objects
in B, we have HomB(A,B) ⊆ HomC(A,B). A subcategory B ⊆ C is
called a full subcategory if in fact HomB(A,B) ⊆ HomC(A,B) for every
A,B ∈ ObB.

Note that to specify a full subcategory of C it is sufficient to specify a
subclass of objects.

Example 4.1.10 Finite groups and group homomorphisms is a full
subcategory of Groups. The category of fields is a full subcategory of
the category of rings.

4.2 Functors

If we want to ‘compare’ different categories we want to consider some
kind of maps between categories:

Definition 4.2.1 Let A,B be two categories. A covariant functor F :
A → B is

(i) a rule that assigns to every object A ∈ A and object F (A) ∈ B;
(ii) a rule that assigns to each morphism f : A1 → A2 in A a mor-

phism F (f) : F (A1) → F (A2) in B.

These rules should satisfy the following axioms:

(a) F (f ◦ g) = F (f) ◦ F (g) for all morphisms f, g in A for which the
composition f ◦ g makes sense.

(b) F (idA) = idF (A) for every object A of A.

A contravariant functor F : A → B is the same as a covariant functor
except that F (f) is now a morphism from F (A2) to F (A1) (i.e. F

‘inverts the arrows’) and axiom (a) becomes

(a’) F (f ◦ g) = F (g) ◦ F (f) for all morphisms f, g in A for which the
composition f ◦ g makes sense.
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Often I will just write ‘functor’ for ‘covariant functor’. By the way,
the difference between covariant and contravariant functors is similar
to the difference between left and right modules. We can even reduce
the study of contravariant functors to covariant functors by introducing
the notion of the opposite category Cop to the category C: it is the
same as category C, except that all arrows are turned around. Then a
contravariant functor A → B is the same as a covariant functor A →
Bop. (Boring) details are left to the reader.

Example 4.2.2 (i) The identity functor idC on a category C—guess
what it is and check the axioms.

(ii) Forgetful functor: Groups → Sets associates to every group the
underlying set and to every group homomorphism the same map between
the corresponding underlying sets. This is a covariant functor (a rather
stupid one) and you can come up with a lot of examples like that.

(iii) The duality functor D on the category F -Vect of vector spaces
over a fixed field F assigns to every vector space V its dual V ∗, and to
every linear map f : V → W of vector spaces its dual map f∗ : W ∗ →
V ∗. Thus D(V ) = V ∗ and D(f) = f∗. This is a very nice example of a
contravariant functor.

(iv) Let R be a ring and X be a fixed left R-module. Then we have a
covariant functor

HomR(X,−) : R-Mod → Ab

and a contravariant functor

HomR(−, X) : R-Mod → Ab.

For example, the first functor maps an R-module Y to the abelian
group HomR(X,Y ) and a morphism f : Y1 → Y2 to the morphism
f∗ : HomR(X,Y1) → HomR(X,Y2), see §3.15.

(v) Let R be a ring and X be a fixed right R-module. Then we have
a covariant functor

X ⊗− : R-Mod → Ab

which maps a left R-module Y to the abelian group X ⊗R Y and a
morphism f : Y1 → Y2 of left R-modules to a morphism idX ⊗f , see
§3.16.

Lemma 4.2.3 If F : A → B is a functor and f : A1 → A2 is an
isomorphism in A then F (f) : F (A1) → F (A2) is also an isomorphism.



210 Categories and Functors

Proof If g = f−1 apply F to fg = id and gf = id.

You might think this is crazy but we not only want ‘maps’ between
categories—we also want ‘maps’ between functors! This will allow us
to consider things like a category of functors from a category A to a
category B.

Definition 4.2.4 Let F,G : A → B be two functors. A natural trans-
formation α : F → G is a rule that assigns to every object A ∈ A
a morphism αA : F (A) → G(A) in B such that for every morphism
f : A1 → A2 in A the following diagram is commutative:

F (A1) F (A2)

G(A1) G(A2)
?

αA1

-F (f)

?

αA2

-G(f)

A natural transformation α : F → G is called a natural isomorphism of
functors if each αA is an isomorphism in the category B.

Example 4.2.5 (i) Let DD be the double duality functor F -Vect and
id be the identity functor on F -Vect. For every vector space V there is
a natural homomorphism αV : V → V ∗∗. It is easy to see that the α′V s
define a natural transformation α : id → DD. Moreover, if we restrict
ourselves to the full subcategory of finite dimensional vector spaces, α
will become an isomorphism of functors.

(ii) Let id be the identity functor on R-Mod. We claim that id is
naturally isomorphic to HomR(R,−). To check this we need to go back
to Lemma 3.15.8 and check the ‘naturality’ (make sure you understand
what this means). People would usually state the isomorphism of func-
tors using the following words: the isomorphism of left R-modules

HomR(RRR, V ) →̃V, θ 7→ θ(1R).

is natural or functorial.
(iii) Using the terminology explained in (ii), we can now state stronger

versions of many results above: for example for left R-modules V,W,X,
the isomorphisms of abelian groups

HomR(V ⊕W,X) ∼= HomR(V,X)⊕HomR(W,X)
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coming from Corollary 3.2.4 is natural; the isomorphisms in 3.16.8 are
natural, the isomorphisms in the associativity, additivity, and commu-
tativity of tensor products are all natural.

Now we will try to come with a notion of an ‘isomorphism of cate-
gories’. Let A and B be two categories. They are called isomorphic if
there exist functors F : A → B and G : B → A such that F ◦ G = idB
and G ◦ F = idA. I should disappoint you right away: the isomorphism
of categories is useless notion, because it almost never occurs in ‘real
life’ (I should not dare to speak about real life after the definition of a
natural transformation of functors above). For example, let us consider
the category A of finite dimensional vector spaces over a fixed field F.
Now, if there is any justice in the world, the duality functor D from Ex-
ample 4.2.2(iii) should be an isomorphism from A to A, and its inverse
should be D itself because V and V ∗∗ are naturally isomorphic. How-
ever, observe that D ◦ D is not idA, because V is not the same vector
space as V ∗∗. This leads us to the following ‘correct’ definition

Definition 4.2.6 Two categories A and B are called equivalent if there
exist functors F : A → B and G : B → A such that F ◦ G ∼= idB and
G ◦F ∼= idA. In this case we say that F and G are quasi-inverse to each
other.

Now it is easy to see that the duality functor D on finite dimensional
F -vector spaces establishes a self-equivalence of categories with the in-
verse equivalence being D itself.

We now address the following question: given a functor F : A → B,
when does it define an equivalence of categories. In other words, what are
the conditions on F which guarantee the existence of the quasi-inverse
functor G? The answer is given in the useful Theorem 4.2.8.

Definition 4.2.7 A functor F : A → B is called faithful if the map

HomA(A1, A2) → HomB(F (A1), F (A2)), θ 7→ F (θ) (4.1)

is injective, and F is called full if the map (4.1) is surjective.

Theorem 4.2.8 A functor F : A → B is an equivalence of categories if
and only if the following two conditions hold:

(i) F is full and faithful;
(ii) every object of B is isomorphic to an object of the form F (A) for

some A ∈ ObA.
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Proof ( ⇒ ) Let F be an equivalence of categories and G : B → A
be the quasi-inverse functor. Let α : GF → idA and β : FG → idB
be isomorphisms of functors. First of all, for any object B of B βB :
F (G(B)) → B is an isomorphism, which gives (ii). Next, for each ϕ ∈
HomA(A1, A2) we have the commutative diagram

GF (A1) A1

GF (A2) A2

?

GF (ϕ)

-
αA1

?

ϕ

-
αA2

Hence ϕ can be recovered from F (ϕ) by the formula

ϕ = αA2 ◦GF (ϕ) ◦ (αA1)
−1. (4.2)

This shows that F is faithful. Similarly, G is faithful. To prove that F
is full, consider an arbitrary morphism ψ ∈ HomB(F (A1), F (A2)), and
set

ϕ := αA2 ◦G(ψ) ◦ (αA1)
−1 ∈ HomA(A1, A2).

Comparing this with (4.2) and taking into account that αA1 and αA2

are isomorphisms, we deduce that G(ψ) = GF (ϕ). As G is faithful,
this implies that ψ = F (ϕ), which completes the proof that F is a full
functor.

( ⇐ ) Assume that (i) and (ii) hold. In view of (i), we can (and will)
identify the set HomB(F (A1), F (A2)) with the set HomA(A1, A2) for
any A1, A2 ∈ ObA. Using (ii), for each object B in B we can pick an
object AB in A and an isomorphism βB : F (AB) → B. We define a
functor G : B → A which will turn out to be a quasi-inverse functor to
F . on the objects we set G(B) = AB for any B ∈ ObB. To define G on
the morphisms, let ψ ∈ HomB(B1, B2).

G(ψ) := β−1
B2
◦ ψ ◦ βB1 ∈HomB(FG(B1), FG(B2))

= HomA(G(B1), G(B2)).

It is easy to see that G is a functor, and β = {βB} : FG → idB is
an isomorphism of functors. Further, βF (A) = F (αA) for the unique
morphism αA : GF (A) → A. Finally, it is not hard to see that α =
{αA} : GF → idA is an isomorphism of functors.
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4.3 Adjoint functors

Definition 4.3.1 Given functors F : A → B and G : B → A, we say
that F is left adjoint to G (or G is right adjoint to F ), if for each pair
of objects A ∈ A and B ∈ B there are bijections

αA,B : HomB(FA,B) →̃HomA(A,GB)

that are natural transformations in A and B.

The naturality in A in Definition 4.3.1 means that for every morphism
f ∈ HomA(A1, A2) and every object B in B the following diagram is
commutative:

HomB(FA2, B) HomB(FA1, B)

HomA(A2, GB) HomA(A1, GB)
?

αA2,B

-(Ff)∗

?

αA1,B

-f
∗

The naturality in B in Definition 4.3.1 means that for every morphism
g ∈ HomB(B1, B2) and every object A in A the following diagram is
commutative:

HomB(FA,B1) HomB(FA,B2)

HomA(A,GB1) HomA(A,GB2)
?

αA,B1

-g∗

?

αA,B2

-(Gg)∗

Let V be an (R,S)-bimodule. The following theorem is (a slightly
stronger version of) the statement that the functor

V ⊗S − : S-Mod → R-Mod (4.3)

is left adjoint to the functor

HomR(V,−) : R-Mod → S-Mod. (4.4)

Theorem 4.3.2 (Adjointness of ⊗ and Hom) Let R and S be rings.
Given an (R,S)-bimodule V , a left S-module U , and a left R-module
W , there exists an isomorphism of abelian groups

HomR(V ⊗S U,W ) ∼= HomS(U,HomR(V,W ))

natural in U and W .
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Proof This is one of the most instructive proofs in the whole course
(and, boy, does it use lots of parenthesis)! We proceed in several steps.

1. Define a homomorphism of abelian groups

α = αU,W : HomR(V ⊗S U,W ) → HomS(U,HomR(V,W ))

via[
α(f)(u)

]
(v) := f(v ⊗ u) (u ∈ U, v ∈ V, f ∈ HomR(V ⊗S U,W )).

2. We check that α(f)(u) ∈ HomR(V,W ):[
α(f)(u)

]
(rv) = f(rv ⊗ u) = f(r(v ⊗ u))

= rf(v ⊗ u) = r
[
α(f)(u)

]
(v).

3. We check that α(f) ∈ HomS(U,HomR(V,W )):[
α(f)(su)

]
(v) = f(v ⊗ su) = f(vs⊗ u)

=
[
α(f)(u)

]
(vs) =

(
s
[
α(f)(u)

]
)(v).

4. We check that α is a homomorphism of abelian groups: note that

α(f1 − f2) = α(f1)− α(f2)

if and only if

α(f1 − f2)(u) = α(f1)(u)− α(f2)(u)

for every u ∈ U , which in turn holds if and only if[
α(f1 − f2)(u)

]
(v) =

[
α(f1)(u)

]
(v)−

[
α(f2)(u)

]
(v)

for every u ∈ U and every v ∈ V . Now apply the definition of α.
5. To show that α is an isomorphism we want to define the inverse

map β. Let g ∈ HomS(U,HomR(V,W )). The map

β(g)′ : V × U →W, (v, u) 7→ g(u)(v)

is checked to be S-biadditive (check!). Considering the diagram

V × U

V ⊗S U W

�
�

�+

ι Q
Q

QQs

β(g)′

p p p p p p p p p p p p p p p p p p p p p-β(g)

yields the homomorphism of abelian groups

β(g) : V ⊗S U →W, v ⊗ u 7→ g(u)(v) (v ∈ V, u ∈W ).
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6. We check that β(g) is an R-homomorphism:

β(g)(r(v ⊗ u)) = β(g)(rv ⊗ u) = g(u)(rv) = r(g(u)(v))

= rβ(g)(v ⊗ u)

7. Now we define the map

β = βU,V : HomS(U,HomR(V,W )) → HomR(V ⊗S U,W ), g 7→ β(g).

It is easy to see that β is a homomorphism of abelian groups.
8. We check that β ◦ α = id. Let f ∈ HomR(V ⊗S U,W ). Then

β(α(f))(v ⊗ u) =
[
α(f)(u)

]
(v) = f(v ⊗ u).

9. We check that α ◦ β = id. Let g ∈ HomS(U,HomR(V,W )). Then[
α(β(g))(u)

]
(v) = β(g)(v ⊗ u) = g(u)(v).

10. We check the naturality of α in W . Let θ : W1 → W2 be a
homomorphism of left R-modules. We need to show that the following
diagram commutes:

HomR(V ⊗S U,W1) HomR(V ⊗S U,W2)

HomS(U,HomR(V,W1)) HomS(U,HomR(V,W2))
?

αU,W1

-θ∗

?

αU,W2

-(Gθ)∗

where G = HomR(V,−). Well, let us take f ∈ HomR(V ⊗S U,W1).
Then θ∗(f) = θ ◦ f . So[

αU,W2(θ∗(f))
]
(u)(v) = θ(f(v ⊗ u)).

On the other hand[
(Gθ)∗(αU,W1(f))

]
(u)(v) = θ

([
αU,W1(f)

]
(u)(v)

)
= θ(f(v ⊗ u)).

11. We check the naturality of α in W . Well, why don’t you check it?
(I guarantee a lot of excitement).

There is one special case of Theorem 4.3.2 which is used particularly
often. Assume that S is a subring of R, U is a left S-module and W is
a left R-module. We have the induction and restriction functors

indRS : S-Mod → R-Mod, U 7→ R⊗S U,
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which is a special case of (4.3) and

resRS : R-Mod → S-Mod.

The restriction functor gives the S-structure to an R-module W by ‘re-
stricting’ the action from R to S. Now Theorem 4.3.2 gives

Corollary 4.3.3 (Adjointness of ind and res or Frobenius Reci-
procity) Let S be a subring of a ring R. Given a left S-module U , and
a left R-module W , there exists an isomorphism of abelian groups

HomR(indRSU,W ) ∼= HomS(U, resRSW )

natural in U and W .

4.4 Problems on Categories and Functors

Problem 4.4.1 Work in the category of abelian groups. Prove that
the cartesian product G×H is both categorical product and categorical
coproduct.

Problem 4.4.2 In the category PO(X), x
∐
y is the least upper bound

for x and y, and x
∏
y is the greatest lower bound of x and y, if they

exist.

Problem 4.4.3 True or false? The functor Z5⊗Z− : Z -Mod → Z -Mod
is exact.

Problem 4.4.4 True or false? The functor

HomZ(−,Q) : Z -Mod → Z -Mod

is exact.

Problem 4.4.5 If the functors F : A → B and G : B → A establish an
equivalence of categories between A and B then F is both left and right
adjoint to G.

Problem 4.4.6 In this problem I start the description of a functor. You
need to finish it by saying what the functor is on the morphisms and
check the axioms:

(a) A covariant functor from Groups to Sets that assigns to each
group the set of all its subgroups.
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(b) A covariant functor from Rings to Rings that assigns to each
ring R the polynomial ring R[x].

(c) A covariant functor from Groups to Groups that assigns to each
group G its commutator subgroup G′.

Problem 4.4.7 Let F,G : A → B be covariant functors, and α : F → G

be a natural trasformation. Then α is a natural isomorphism if and only
if there exists a natural transformation β : G → F such that βα = idF
and αβ = idG.
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Commutative algebra

From now on, all rings are commutative unless otherwise stated (and
unital, as usual).

5.1 Noetherian rings

Theorem 5.1.1 (Hilbert Basis Theorem) If the ring R is noetherian,
so is the polynomial R[x].

Proof Let I be an ideal of R[x]. We have to show that it is finitely
generated.

For each n ≥ 0, let Jn be the set of all r ∈ R for which there exists
a polynomial f(x) ∈ I of degree ≤ n in which the coefficient of xn is
r. It is easy to see that Jn is an ideal of R, as I is an ideal in R[x].
Moreover, Jn ⊆ Jn+1, as xf ∈ I. As R is noetherian, the ascending
sequence J1 ⊆ J2 ⊆ . . . of ideals in R terminates, i.e. there is m such
that Ji = Jm for all i ≥ m.

Moreover, each ideal J1, . . . , Jm is finitely generated. Let S1, . . . , Sm
be the corresponding generating sets. For each s ∈ Si, let gs(x) ∈ I be
a polynomial of degree ≤ i in which the coefficient of xi is s. We show
that I coincides with the ideal K generated by the finite set

{gs | s ∈ S1 ∪ · · · ∪ Sm}.

Note that K ⊆ I, as all gs belong to I.
Conversely, we show by induction of the degree that every polynomial

f ∈ I is in K. Induction starts from f = 0. Let f(x) = anx
n + · · ·+ a0

have degree n ≥ 0. Then an ∈ Jn.
If n ≤ m, then an = r1s1 + . . . rksk for some r1, . . . , rk ∈ R and

218
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s1 . . . , sk ∈ Sn. Hence g(x) := r1gs1(x) + · · ·+ rkgsk
(x) ∈ K has degree

n and leading coeffivient an. Then deg(f − g) < n and f − g ∈ I. By
induction f − g ∈ K, whence f ∈ K.

If n > m, then Jn = Jm, and so an = r1s1 + . . . rksk ∈ R for some
r1, . . . , rk and s1 . . . , sk ∈ Sm. Hence g(x) := r1gs1(x)+ · · ·+ rkgsk

(x) ∈
K has degree m and leading coeffivient an. As above, f−xn−mg(x) ∈ K
be inductive hypothesis, and f ∈ K.

Corollary 5.1.2 If R is a noetherian ring, so is the ring of polynomials
R[x1, x2, . . . , xn]. In particular, if F is a field, the ring F [x1, . . . , xn] is
noetherian.

Proof Note that R[x1, . . . , xn][xn] ∼= R[x1, x2, . . . , xn] and apply induc-
tion on n.

Theorem 5.1.3 If the ring R is noetherian, so is the ring R[[x]] of
formal power series.

Proof The proof is similar to the one of Hilbert Basis Theorem, but uses
order instead of degree (the order of the series

∑∞
i=0 rix

i is the minimal
i with i 6= 0). We skip the details.

Corollary 5.1.4 If R is a noetherian ring, so is the ring of formal
power series R[[x1, x2, . . . , xn]]. In particular, if F is a field, the ring
F [[x1, . . . , xn]] is noetherian.

Now we prove some results which are valid for any (commutative)
ring.

Theorem 5.1.5 (Chinese Remainder Theorem) Let I1, . . . , In be
ideals of a ring R. If Ij+Ik = R for every j 6= k, then the homomorphism
ϕ : R → R/I1 × · · · × R/In induced by projections πj : R → R/Ij is
surjective. In particular,

R/(I1 ∩ · · · ∩ In) ∼= R/I1 × · · · ×R/In.

Proof Let Jk :=
∏
l 6=k Il / R. We claim that Ik + Jk = R. Otherwise

Ik + Jk ⊆ M for some prime ideal P (for example a maximal ideal).
As Jk ⊆ P and P is prime, we have Il ⊆ P for some l 6= k. Now
Il + Ik ⊆ P contradicts the assumption that Il + Ik = R, proving the
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claim. It follows that πk(Jk) = R/Ik. On the other hand πl(Jk) = 0 if
l 6= k. It follows that ϕ(J1 + . . . Jn) is all of R/I1 × · · · ×R/In.

Remark 5.1.6 A special case of the theorem states that if a1, . . . an
are integers with (aj , ak) = 1 for every j 6= k, then for each n-tuple of
integers b1, . . . , bn there exists an integer b such that b ≡ bi (mod ai).

Definition 5.1.7 A subset S of a commutative ring R is called multi-
plicative if 1 ∈ S and s1s2 ∈ S whenever s1, s2 ∈ S. A multiplicative
subset is called proper if 0 6∈ S.

Lemma 5.1.8 Let S ⊂ R be a proper multiplicative set. Let I be an
ideal of R satisfying I ∩ S = ∅. The set T of ideals J ⊇ I such that
J ∩ S = ∅ has maximal elements, and each maximal element in T is a
prime ideal.

Proof That the set T has maximal elements follows from Zorn Lemma.
Let M be such an element. Assume that x, y ∈ R \M . By the choice of
M , M + Rx contains some s1 ∈ S and M + Ry contains some s2 ∈ S,
i.e. s1 = m1 + r1x and s2 = m2 + r2y. Hence

s1s2 = (m1 + r1x)(m2 + r2y) ∈M +Rxy.

It follws that M +Rxy 6= M , i.e. xy 6∈M .

Lemma 5.1.9 Let I / R be a proper ideal. The intersection of prime
ideals containing I is {r ∈ R | rn ∈ I for some n ≥ 0}. In particular,
the intersection of all prime ideals in R coincides with the set of nilpotent
elements in R.

Proof Let J be the intersection of all prime ideals containing I. If r ∈ R
does not belong to J then r 6∈ P for a prime ideal P ⊇ I. But then
xn 6∈ P for all n ≥ 0, and so xn 6∈ I.

Conversely, assume that rn 6∈ I for all n ≥ 0. By Lemma 5.1.8 applied
to the multiplicative set S = {1 = r0, r, r2, . . . }, there is a prime ideal
P of R, which contains I but none of rn.

Definition 5.1.10 The radical of an ideal I / R in a commutative ring
R is the set

√
I = {r ∈ R | rn ∈ I for some n ≥ 0}.
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The set
√

0 of all nilpotent elements in R is also sometimes call the
radical of R and denoted RadR.

We note that the radical and Jacobson radical of a commutative ring
do not have to coincide, although we always have J(R) ⊇ RadR, see
Corollary 3.12.10. This fact also follows from Lemma 5.1.9 and the
definition of the Jacobson radical, because maximal ideals are of course
prime. On the other hand, Lemma 3.13.1 shows that the two radicals
coincide providing the ring is artinian. For a noetherian ring this is
already not true, as the example of R[[x]] shows, see Problem 5.6.2.

Lemma 5.1.11 If
√
I is finitely generated, then (

√
I)n ⊆ I for some n.

Proof Let
√
I = Rx1+· · ·+Rxk. Then xni

i ∈ I for some ni, i = 1, . . . , k.
Now take n = (n1 − 1) + · · ·+ (nk − 1) + 1.

We now work to obtain an analogue of a prime decomposition in Z
for arbitrary noetherian rings, called primary decomposition.

Definition 5.1.12 A proper ideal Q /R is called primary if in the ring
R/Q every zero divisor is nilpotent. Equivalently: rs ∈ Q and r 6∈ Q

⇒ s ∈
√
Q.

The primary ideals should play a role of powers of prime numbers in
our primary decomposition as the following example suggests.

Example 5.1.13 An ideal in Z is primary if and only if it is of the form
(pn) where p is prime and n is a positive integer. Note that

√
(pn) = (p).

This illustrates the following result.

Lemma 5.1.14 If Q / R is primary then P =
√
Q is prime.

Proof Let rs ∈ P and r 6∈ P . We have rnsn = (rs)n ∈ Q for some n.
Note that rn 6∈ Q, hence sn ∈

√
Q, i.e. (sn)m ∈ Q. Therefore s ∈ P .

Definition 5.1.15 Let P be a prime ideal. An ideal Q is called P -
primary (or associated with P ) if it is primary and

√
Q = P .

Lemma 5.1.16 The intersection of finitely many P -primary ideals is
P -primary.
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Proof It suffices to prove that the intersection of two P -primary ideals
Q1 and Q2 is P -primary. First of all, it is clear that√

Q1 ∩Q2 ⊆
√
Q1 = P.

Conversely, if r ∈ P , then rm ∈ Q1 and rn ∈ Q2, so rm+n ∈ Q1 ∩ Q2.
Thus

√
Q1 ∩Q2 = P .

To show that Q1 ∩Q2 is primary, let rs ∈ Q1 ∩Q2 and r 6∈ Q1 ∩Q2,
then s ∈ P =

√
Q1 ∩Q2, since Q1 and Q2 are P -primary.

Definition 5.1.17 A proper ideal Q/R is called irreducible if I cannot
be written as the intersection I = J ∩K of ideals J,K ) I.

Example 5.1.18 In Z the irreducible ideals coincide with primary ide-
als. Problem 5.6.3 gives an example of an ideal which is primary but
not irreducible. On the other hand:

Lemma 5.1.19 In a noetherian ring every irreducible ideal is primary.

Proof Let I be irreducible. Assume that rs ∈ I, s 6∈
√
I. We need to

prove that r ∈ I. Let

In = {x ∈ R | xsn ∈ I}.

Then r ∈ I1, and we have an ascending chain of ideals

I ⊆ I1 ⊆ I2 ⊆ . . . .

As R is noetherian, there exists n such that I2n = In. Let J = I +Rsn.
We claim that J ∩ In = I. Indeed, clearly I ⊆ J ∩ In. Conversely,
let x ∈ J ∩ In. We can write x = t + ysn for some t ∈ I, y ∈ R.
We know that xsn = tsn + ys2n ∈ I, which implies that ys2n ∈ I, i.e.
y ∈ I2n = In. But then ysn ∈ I, and so x ∈ I. Now J 6= I, as s 6∈

√
I.

As I is irreducible, we have In = I, whence I1 = I, and so r ∈ I.

Lemma 5.1.20 In a noetherian ring every proper ideal is the intersec-
tion of finitely many irreducible ideals.

Proof Assume this is false. Let S be the set of all proper ideals which
are not intersections of finitely many irreducible ideals. Since R is
noetherian, S has a maximal element M . Now M is not irreducible,
so M = J ∩ K for some proper ideals J ) M and K ) M . By the
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choice of M , J and K are not in S, so they are both intersections of
finitely many irreducible ideals, and so is M . Contradiction.

It follows from the last two lemmas that every ideal I of a noetherian
ring R is the intersection I = Q1 ∩ · · · ∩ Qr of finitely many primary
ideals. The primary ideals Q1, . . . , Qr are called a primary decomposi-
tion of I. By throwing redundant elements out of this decomposition we
can always achieve the situation when ∩i 6=jQi ( ∩iQi, in which case we
say that our primary decomposition is irredundant. It is now clear that
every proper ideal I in a noetherian ring has an irredundant primary de-
composition. However, we can do a little better. Note by Lemma 5.1.16
the intersection of all primary ideals in our decomposition which are
associated with the same prime ideal P is again P -primary. So we can
take this intersection as one new primary ideal in a new, ‘shorter’ de-
composition. By doing this we may achieve that all primary ideals in
our primary decomposition are associated with different primes. An ir-
redundant primary decomposition Q1 ∩ · · · ∩ Qk is called reduced if for
every i 6= j we have

√
Qi 6=

√
Qj .

Theorem 5.1.21 (Primary Decomposition) Every ideal of a com-
mutative noetherian ring has a reduced primary decomposition. More-
over, if

I = Q1 ∩ · · · ∩Qk = Q′1 ∩ · · · ∩Q′l

are two reduced primary decompositions of I, then k = l and, up to a
permutation,

√
Qi =

√
Q′i.

Proof We only need to prove the uniqueness. We show that in a reduced
primary decomposition

I = Q1 ∩ · · · ∩Qk

the distinct prime ideals P1 =
√
Q1, . . . , Pk =

√
Qk coincide with the

set of prime ideals which have form

I(x) := {y ∈ R | xy ∈ I} (x ∈ R \ I).

Such prime ideals are called the associated prime ideals of I.
For any 1 ≤ i ≤ k, let J = ∩j 6=iQj . Then I = J ∩ Qi ( J . By

Lemma 5.1.11, Pni ⊆ Qi for some n. Then JPni ⊆ J ∩ Qi = I. Let n
be minimal such that JPni ⊆ I. Then we can take x ∈ JPn−1

i \ I. Note
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that x ∈ J and x 6∈ Qi, as otherwise x ∈ J ∩Qi = I. Also,

I(x) = {y ∈ R | xy ∈ I} = {y ∈ R | xy ∈ Qi} ⊆ Pi,

as Qi is Pi-primary. On the other hand, xPi ⊆ JPni ⊆ I, whence
Pi ⊆ I(x). Thus Pi = I(x) for some x 6∈ I.

Conversely, assume that P = I(x) is a prime ideal where x 6∈ I. Then
x 6∈ Qi for some i. Let J =

∏
x6∈Qi

Qi. Then xJ ⊆ Qi for all i, as either
x ∈ Qi or J ⊆ Qi. Therefore xJ ⊆ I, i.e. J ⊆ P . As P is prime,
this implies that Qi ⊆ P for some i such that x 6∈ Qi. Then Pi ⊆ P .
Conversely,

I(x) ⊆ {y ∈ R | xy ∈ Qi} ⊆ Pi,

as x 6∈ Qi and Qi is Pi-primary. Thus P = Pi.

5.2 Rings of Quotients and Localization

The quotient field of a domain R can be thought of as a process of invert-
ing all non-zero elements of R. More generally, if R is any commutative
ring, we may try to invert only part, say S ⊂ R, of its elements to get a
ring of quotients denoted R[S−1] or S−1R. This simple idea is actually
a powerful tool which reduces many problems in commutative algebra
to problems about local rings.

We now give the formal construction. Let S be a multiplicative set
in R (see Definition 5.1.7). As a set, the ring S−1R consists of the
equivalence classes [as ] of all ‘fractions’ a

s with a ∈ R and s ∈ S. Two
‘fractions’ as and b

t are equivalent is there exists u ∈ S such that

u(at− bs) = 0.

We now check that this is indeed an equivalence relation. The reflex-
ivity and symmetricity are obvious, so let a1

s1
∼ a2

s2
and a2

s2
∼ a3

s3
. So

there are u1, u2 ∈ S with

u1(a1s2 − a2s1) = 0 and u2(a2s3 − a3s2) = 0

or

u1a1s2 = u1a2s1 and u2a2s3 = u2a3s2.

Multiplying the first equality by u2s3 and the second equality by u1s1,
we get

u2s3u1a1s2 = u2s3u1a2s1 and u1s1u2a2s3 = u1s1u2a3s2.
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The right hand side of the first equality and the left hand side of the
second equality coincide, so

u1u2s2(a1s3 − a3s1) = u1u2s2a1s3 − u1u2s2a3s1 = 0,

proving that a1
s1
∼ a3

s3
, as S is multiplicative.

Now define the operations via

[
a

s
][
b

t
] = [

ab

st
], [

a

s
] + [

b

t
] = [

at+ bs

st
].

We need to check that the operations are well-defined. I will explain
this for the sum, leaving the product as an exercise. So let a1

s1
∼ a2

s2
, i.e.

u(a1s2 − a2s1) = 0

for some u ∈ S. We need to prove that for any b ∈ R and t ∈ S we have

a1t+ bs1
s1t

∼ a2t+ bs2
s2t

.

Well,

u((a1t+ bs1)s2t− (a2t+ bs2)s1t) = ut2(a1s2 − a2s1) = 0.

Now, it is clear that S−1R is a ring with unit [ 11 ]. Moreover, it is clear
that

ϕ : R→ S−1R, r 7→ [
r

1
]

is a ring homomorphism. Note also that ϕ(s) is invertible for any s ∈ S.
By the way, this shows that S−1R = 0 if 0 ∈ S. Otherwise, the two
properties above can be used to characterize S−1R as a universal object:

Lemma 5.2.1 Let S be a proper multiplicative subset in a ring R, and
ϕ : R → S−1R be the canonical homomorphism. For any ring homo-
morphism f : R → R′ such that f(s) is invertible for every s ∈ S there
exists a unique ring homomorhism f̂ : S−1R→ R′ such that f = f̂ ◦ ϕ.
Moreover, this property characterizes S−1R up to an isomorphism.

Proof Define f̂([as ]) = f(a)f(s)−1. To check that f̂ is well-defined, as-
sume that u(a1s2−a2s1) = 0. Then f(u)(f(a1)f(s2)− f(a2)f(s1)) = 0.
As f(u) is invertible by assumption, we have f(a1)f(s2)− f(a2)f(s1) =
0, whence f(a1)f(s1)−1 = f(a2)f(s2)−1.

The rest is standard.

Example 5.2.2
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(i) If R is a domain and S = R \ {0}, then S−1R is just the fraction
field F (R) of R. For general multiplicative S ⊆ \{0}, S−1R is the
subring of F (R), which consists of all fractions r

s ∈ F (R) such
that s ∈ S.

(ii) Let f ∈ R, and S = {1 = f0, f, f2, f3, . . . }. Then S−1R is
usually denoted by Rf . Note for example that C[x]x ∼= C[x, x−1],
the ring of Laurent polynomials.

(iii) Let P be a prime ideal in R. Then S := R \ P is multiplicative.
In this case we usually write RP for S−1R and call if localization
of R at P . Let us consider for example the prime ideal (x) in
C[x]. By part (i), C[x](x) consists of all rational functions in C(x)
which can be written in the form f

g with g(0) 6= 0. Such formal
rational ‘functions’ can be considered as genuine functions from
C to C defined almost everywhere (because g has only finitely
many zeros). Moreover, two such functions are considered as the
same one, if they coincide wherever they are defined.

(iv) Let R = C(R) be the ring of all real-valued continuous functions
on R, and let P / R be the maximal (and therefore prime) ideal
in R which consists of all functions such that f(5) = 0. Then RP
can be described as the algebra of stocks of continuous functions
at the point 5. A stock at 5 is an equivalence class of continuous
functions with respect to the equivalence relation f ∼ g if f ≡ g in
a neighborhood of 5. The ring operations on stocks are inherited
from those on functions, e.g. [f ][g] = [fg].

Some easy general properties are listed below.

Lemma 5.2.3 Let R be a commutative ring, S be a multiplicative subset
of R, and ϕ : R→ S−1R be a canonical homomorphism.

(i) kerϕ = {a ∈ R | rs = 0 for some s ∈ S}.
(ii) ϕ is an isomorphism if and only if S consists of units.
(iii) S−1R = 0 if and only if 0 ∈ S if and only if S contains a nilpotent

element.
(iv) If R is a domain and S is proper then S−1R is a domain and ϕ

is injective.

Proof (i) is clear. For (ii), ϕ(s) is always a unit, and so if ϕ is an
isomorphism, s should also be a unit. Conversely, if S consists of units,
then ϕ is injective by (i), and surjective, as any [ rs ] = ϕ(rs−1). For (iii),
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if S−1R = 0 then [ 11 ] = 0, which implies that u · 1 = 0 for some u ∈ S,
and so 0 ∈ S. The converse in (iii) is obvious, as is (iv).

The notion of the ring of fractions extends to modules. Let V be an
R-module and S be a multiplicative subset of R. The module of fractions
S−1V as a set consists of equivalence classes of fractions of the form v

s

where v ∈ V and s ∈ S. The equivalence relation is given by
v

s
∼ w

t
⇔ u(tv − sw) = 0 for some u ∈ S.

Moreover, S−1V is an S−1R-module with respect to the obvious op-
erations, e.g. [as ][

v
t ] = [avst ]. We leave it as an exercise to check that

everything makes sense. The following is a universal property character-
ization of S−1V . Note that whenever we are given an S−1R-module, it
can be considered as an R-module via a homomorphism ϕ : R→ S−1R.

Proposition 5.2.4 Let V be an R-module and S be a multiplicative
subset of R. Then the map

ψ : V → S−1V, v 7→ [
v

1
]

is a homomorphism of R-modules and every R-homomorphism from V to
an S−1R-module factors uniquely through ψ. Moreover, this properties
characterize S−1V uniquely up to isomorphism of S−1R-modules.

Proof Exercise.

Proposition 5.2.5 Let V be an R-module and S be a multiplicative
subset of R. Then there is an isomorphism of S−1R-modules

α : S−1R⊗R V →̃S−1V, [
a

s
]⊗ v 7→ [

av

s
].

Proof The existence of the map α follows from the universal property of
tensor products. The inverse map is constructed using universal prop-
erty of fraction modules, see Proposition 5.2.4.

The following result shows that if V ⊆ W is an R-submodule then
S−1V can be considered as an S−1R-submodule of S−1W which consists
of all fractions of the form [vs ] ∈ S

−1W with v ∈ V .

Theorem 5.2.6 Let S be a multiplicative subset of R. Then S−1R is a
flat R-module.
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Proof We just need to check that for every injective map f : V →W of
R-modules, the corresponding map

id⊗F : S−1R⊗R V → S−1R⊗RW

is also injective. Identifying S−1R ⊗R V with S−1V and S−1R ⊗R W
with S−1W by Proposition 5.2.5, we see that we need to prove that the
map

S−1f : S−1V → S−1W, [
v

s
] 7→ [

f(v)
s

]

is injective. Well, assume that [ f(v)
s ] = 0. This means that f(uv) =

uf(v) = 0 for some u ∈ S. But f is injective, and so uv = 0, whence
[vs ] = 0.

Our next goal is to study relations between ideals in R and S−1R.
We have two obvious operations (which are of course available in much
larger generality, namely, whenever there is a ring homomorphism ϕ :
R1 → R2). If I is an ideal of R, its expansion S−1I is defined to be the
ideal of S−1R generated by ϕ(I). Clearly we have

S−1I = {[x
s
] ∈ S−1R | x ∈ I}.

If J is an ideal of S−1R, its contraction Jc is defined to be just ϕ−1(J).

Lemma 5.2.7 Every ideal J of S−1R is the expansion of some ideal of
R, namely of Jc.

Proof We prove that S−1Jc = J . If [xs ] ∈ S−1Jc, we may assume that
x ∈ Jc, which means that [x1 ] ∈ J , hence [xs ] = [ 1s ][

x
1 ] ∈ J . Conversely,

if [xs ] ∈ J then ϕ(x) = [x1 ] = [ s1 ][xs ] ∈ J , so x ∈ Jc and [xs ] ∈ S
−1Jc.

Corollary 5.2.8 If R is noetherian (resp. artinian), then so is S−1R.

Proof We prove the noetherian part. If J1 ⊆ J2 ⊆ . . . is an ascending
chain of ideals in S−1R, then Jk = S−1Ik, where Ik = Jck, and the chain
stabilizes because so does I1 ⊆ I2 ⊆ . . . .

We record the following nice properties.

Lemma 5.2.9 Let I, J be ideals in R.

(i) S−1I = S−1R if and only if I ∩ S 6= ∅.
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(ii) S−1(I + J) = S−1I + S−1J , S−1(I ∩ J) = S−1I ∩ S−1J , and
S−1(IJ) = (S−1I)(S−1J).

Proof This is routine. For example, let us prove that S−1(I ∩ J) =
S−1I ∩ S−1J . The inclusion S−1(I ∩ J) = S−1I ∩ S−1J is clear. Con-
versely, assume that [xs ] ∈ S

−1I ∩ S−1J . Then [xs ] = [ it ] = [ ju ] for some
i ∈ I and j ∈ J . Then there is v ∈ S with v(iu− jt) = 0. It follows that
uiv ∈ I ∩ J . Hence [xs ] = [ it ] = [ iuvtuv ] ∈ S

−1(I ∩ J).

Definition 5.2.10 A commutative ring R is called local if it has only
one maximal ideal.

The following result is a key trick which allows to reduce many ques-
tions in commutative algebra to local rings. It also explains the role of
prime ideals and the term localization at a prime introduced in Exam-
ple 5.2.2(iii).

Lemma 5.2.11 Let S be a proper multiplicative subset of R and P be
a prime ideal avoiding S. Then [as ] ∈ S−1P if and only if a ∈ P . In
particular P is the contraction of S−1P .

Proof If a ∈ P then of course [as ] ∈ S−1P . Conversely assume that
[as ] ∈ S−1P . This means that [as ] = [pt ] for some p ∈ P . Then uta =
usp ∈ P for some u ∈ S. Now ut 6∈ P implies a ∈ P .

Proposition 5.2.12 Let S be a proper multiplicative subset of R. The
expansion and contraction define a one-to-one correspondence between
the prime ideals of S−1R and the prime ideals of R avoiding S.

Proof If Q is a prime ideal of S−1R, then by Lemma 5.2.7, Q is the
expansion of Qc, and it is clear that Qc is a prime avoiding S.

Let P be a prime ideal of R such that P ∩ S = ∅. In view of
Lemma 5.2.11, it suffices to prove that S−1P is prime in S−1R. As-
sume that [as ][

b
t ] = [abst ] ∈ S−1P . Then by Lemma 5.2.11, ab ∈ P , so

either a or b is in P , and so either [as ] or [ bt ] is in S−1P .

Corollary 5.2.13 Let P be a prime ideal of R and S = R \ P . Then
PP := S−1P is the only maximal ideal of RP .
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5.3 Ring extensions

Definition 5.3.1 A ring extension of a ring R is a ring A of which R is
a subring.

If A is a ring extension of R, A is a fathful R-module in a natural way.
Let A be a ring extension of R and S be a subset of A. The subring
of A generated by R and S is denoted R[S]. It is quite clear that R[S]
consists of all R-linear combinations of products of elements of S.

Definition 5.3.2 A ring extension A of R is called finitely generated if
A = R[s1, . . . , sn] for some finitely many elements s1, . . . , sn ∈ A.

The following notion resembles that of an algebraic element for field
extensions.

Definition 5.3.3 Let A be a ring extension of R. An element α ∈ A is
called integral over R if f(α) = 0 for some monic polynomial f(x) ∈ R[x].
A ring extension R ⊆ A is called integral if every element of A is integral
over R.

In Proposition 5.3.5 we give two equivalent reformulations of the in-
tegrality condition. For the proof we will need the following technical

Lemma 5.3.4 Let V be an R-module. Assume that v1, . . . , vn ∈ V and
aij ∈ R, 1 ≤ i, j ≤ n satisfy

∑n
j=1 akjvj = 0 for all 1 ≤ k ≤ n. Then

D := det(aij) satisfies Dvi = 0 for all 1 ≤ i ≤ n.

Proof We expand D by the ith column to get D =
∑n
k=1 akiCki, where

Cki is the (k, i) cofactor. We then also have
∑n
k=1 akjCki = 0 for i 6= j.

So

Dvi =
n∑
k=1

akiCkivi =
n∑
k=1

akiCkivi +
∑
j 6=i

(
n∑
k=1

akjCki)vj

=
n∑
j=1

n∑
k=1

akjCkivj =
n∑
k=1

Cki

n∑
j=1

akjvj = 0.

Proposition 5.3.5 Let A be a ring extension of R and α ∈ A. The
following conditions are equivalent:

(i) α is integral over R.
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(ii) R[α] is a finitely generated R-module.
(iii) There exists a faithful R[α]-module which is finitely generated as

an R-module.

Proof (i) ⇒ (ii) Assume f(α) = 0 , where f(x) ∈ R[x] is monic of
degree n. Let β ∈ R[α]. Then β = g(α) for some g ∈ R[x]. As f is
monic, we can write g = fq+r, where deg r < n. Then β = g(α) = r(α).
Thus R[α] is generated by 1, α, . . . , αn−1 as an R-module.

(ii) ⇒ (iii) is clear.
(iii) ⇒ (i) Let V be a faithful R[α]-module which is generated as an

R-module by finitely many elements v1, . . . , vn. Write

αvi = ai1v1 + · · ·+ ainvn (1 ≤ i ≤ n).

Then

−ai1v1 − · · · − ai,i−1vi−1 + (α− aii)vi − ai,i+1vi+1 − · · · − ainvn = 0

for all 1 ≤ i ≤ n. By Lemma 5.3.4, we have Dvi = 0 for all i, where

D =

∣∣∣∣∣∣∣∣∣
α− a11 −a12 · · · −a1n

−a21 α− a22 · · · −a2n

...
...

...
...

−an1 an2 · · · α− ann

∣∣∣∣∣∣∣∣∣ .
As v1, . . . , vn generate V , this implies that D annihilates V . As V is
faithful, D = 0. Expanding D shows that D = f(α) for some monic
polynomial f(x) ∈ R[x].

Lemma 5.3.6 Let R ⊆ A ⊆ B be ring extensions. If A is finitely
generated as an R-module and B is finitely generated as an A-module,
then B is finitely generated as an R-module.

Proof If a1, . . . , am are generators of the R-module A and b1, . . . , bn
are generators of the A-module B, then it is easy to see that {aibj} are
generators of the R-module B.

Proposition 5.3.7 Let A be a ring extension of R.

(i) If A is finitely generated as an R-module, then A is integral over
R.

(ii) If A = R[α1, . . . , αn] and α1, . . . , αn are integral over R, then A

is finitely generated as an R-module and hence integral over R.
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(iii) If A = R[S] and every s ∈ S is integral over R, then A is integral
over R.

Proof (i) Let α ∈ A. Then A is a faithful R[α]-module, and we can
apply Proposition 5.3.5.

(ii) Note that R[α1, . . . , αi] = R[α1, . . . , αi−1][αi]. Now apply induc-
tion, Proposition 5.3.5 and Lemma 5.3.6.

(iii) Follows from (ii).

Corollary 5.3.8 Let A be a ring extension of R. The elements of A
which are integral over R form a subring of A.

Proof If α1, α2 ∈ A are integral, then α1 − α2 and α1α2 belong to
R[α1, α2]. So we can apply Proposition 5.3.7(ii).

This result allows us to give the following definition

Definition 5.3.9 The integral closure of R in A ⊇ R is the ring R̄ of all
elements of A that are integral over R. The ring R is integrally closed
in A ⊇ R in case R̄ = R. A domain R is called integrally closed if it is
integrally closed in its field of fractions.

Example 5.3.10 The elements of the integral closure of Z in C are
called algebraic integers. They form a subring of C. In fact the field of
algebraic numbers A is the quotient field of this ring.

We record some further nice properties of integral extensions.

Proposition 5.3.11 Let R,A,B be rings.

(i) If R ⊆ A ⊆ B then B is integral over R if and only if B is
integral over A and A is integral over R.

(ii) If B is integral over A and R[B] makes sense then R[B] is integral
over R[A].

(iii) If A is integral over R and ϕ : A → B is a ring homomorphism
then ϕ(A) is integral over ϕ(R).

(iv) If A is integral over R, then S−1A is integral over S−1R for every
proper multiplicative subset S of R.

Proof (i)-(iii) is an exercise.
(iv) First of all, it follows from definitions that S−1R is indeed a

subring of S−1A. Now, let [as ] ∈ S−1A. As [as ] = [a1 ][ 1s ], it suffices to
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show that both [a1 ] and [ 1s ] are integral over S−1R. But 1
s ∈ S

−1R and
for [a1 ] we can use the monic polynomial which annihilates a.

It follows from Proposition 5.3.11(i) that the closure of R̄ in A ⊇ R is
again R̄. In particular, if D is any domain and F is its field of fractions,
then the closure D̄ in F is an integrally closed domain (since the quotient
field of D̄ is also F ).

We recall that a domain R is called a unique factorization domain or
UFD if every non-zero non-unit element of R can be written as a product
of irreducible elements, which is unique up to a permutation and units.

Proposition 5.3.12 Every UFD is integrally closed.

Proof Let R be a UFD and F be its field of fractions. Let a
b ∈ F be

integral over R. We may assume that no irreducible element of R divides
both a and b. There is a monic polynomial f(x) = xn+rn−1x

n−1+ · · ·+
r0 ∈ R[x] with f(ab ) = 0, which implies an+ rn−1a

n−1b+ · · ·+ r0b
n = 0.

So, if p ∈ R is an irreducible element dividing b then p divides an, and
hence p divides a, a contradiction. Therefore b is a unit and a

b ∈ R.

Proposition 5.3.13 If a domain R is integrally closed, then so is S−1R

for any proper multiplicative subset S of R.

Proof Exercise.

Example 5.3.14 The ring Z[i] of Gaussian integers is Euclidean (the
degree function is ∂(a + bi) = a2 + b2, hence it is a UFD, and so it is
integrally closed by Proposition 5.3.13. On the other hand consider the
ring Z[2i]. The quotient field of both Z[i] and Z[2i] is Q(i), and we have
Z[2i] ⊂ Z[i] ⊂ Q[i]. Clearly Z[2i] is not integrally closed, as i 6∈ Z[2i] is
integral over it. It is easy to see that Z[2i] = Z[i].

Next we are going to address the question of how prime ideals of R
and A are related if A ⊇ R is an integral extension.

Definition 5.3.15 Let R ⊆ A be a ring extension. We say that a prime
ideal P of A lies over a prime ideal p of R if P ∩R = p.

The following lemma is a key technical trick.

Lemma 5.3.16 Let A ⊇ R be an integral ring extension, p be a prime
ideal of R, and S := R \ p.
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(i) Let I be an ideal of A avoiding S, and P be an ideal of A maximal
among the ideals of A which contain I and avoid S. Then P is
a prime ideal of A lying over p.

(ii) If P is a prime ideal of A which lies over p, then P is maximal
in the set T of all ideals in A which avoid S.

Proof (i) Clearly, S is a proper multiplicative subset of A. So P is prime
in view of Lemma 5.1.8. We claim that P ∩ R = p. That P ∩ R ⊆ p is
clear as P ∩ S = ∅.

Assume that P ∩ R ( p. Let c ∈ p \ P . By the maximality of P ,
p+ αc = s ∈ S for some p ∈ P and α ∈ A. As A is integral over R, we
have

0 = αn + rn−1α
n−1 + · · ·+ r0

for some r0, . . . , rn−1 ∈ R. Multiplying by cn yields

0 = cnαn + crn−1c
n−1αn−1 + · · ·+ cnr0

= (s− p)n + crn−1(s− p)n−1 + · · ·+ cnr0.

If we decompose the last expression as the sum of monomials, then the
part which does not involve any positive powers of p looks like

x := sn + crn−1s
n−1 + · · ·+ cnr0.

It follows that x ∈ P . On the other hand, x ∈ R, so x ∈ R ∩ P ⊆ p.
Now c ∈ p implies sn ∈ p. As p is prime, s ∈ p, a contradiction.

(ii) If P is not maximal in T , then there exists an ideal I in T which
properly contains P . As I still avoids S, it also lies over p. Take u ∈ I\P .
Then u 6∈ R and u is integral over R. So the set of all polynomials
f ∈ R[x] such that deg f ≥ 1 and f(u) ∈ P is non-empty. Take such
f(x) =

∑n
i=0 rix

i of minimal possible degree. We have

un + rn−1u
n−1 + · · ·+ r0 ∈ P ⊆ I,

whence r0 ∈ R ∩ I = p = R ∩ P ⊆ P . Therefore

un + rn−1u
n−1 + · · ·+ r1u = u(un−1 + rn−1u

n−2 + · · ·+ r1) ∈ P.

By the choice of u and minimality of deg f , u 6∈ P and un−1+rn−1u
n−2+

· · ·+ r1 6∈ P . We have contradiction because P is prime.

Corollary 5.3.17 (Lying Over Theorem) If A is integral over P then
for every prime ideal p of R there exists a prime ideal P of A which lies
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over p. More generally, for every ideal I of A such that I ∩R ⊆ p there
exists a prime ideal P of A which contains I and lies over p.

Corollary 5.3.18 (Going Up Theorem) Let A ⊇ R be an integral
ring extension, and p1 ⊆ p2 be prime ideals in R. If P1 is a prime ideal
of A lying over p1, then there exists a prime ideal P2 of A such that
P1 ⊆ P2 and P2 lies over p2.

Proof Take p = p2 and I = P1 in Lemma 5.3.16(i).

Corollary 5.3.19 (Incomparability) Let A ⊇ R be an integral ring
extension, and P1, P2 be prime ideals of A lying over a prime ideal p of
R. Then P1 ⊆ P2 implies P1 = P2.

Proof Use Lemma 5.3.16(ii).

The relation between prime ideals established above has further nice
properties.

Theorem 5.3.20 (Maximality) Let A ⊇ R be an integral ring exten-
sion, and P be a prime ideal of A lying over a prime ideal p of R. Then
P is maximal if and only if p is maximal.

Proof If p is not maximal, we can find a maximal ideal m ) p. By
the Going Up Theorem, there is an ideal M of A lying over m and
containing P . It is clear that M actually containg P properly, and so P
is not maximal.

Conversely, let p be maximal in R. Let M be a maximal ideal con-
taining P . Then M ∩ R ⊇ P ∩ R = p and we cannot have M ∩ R = R,
as 1R = 1S 6∈M . It follows that M ∩R = p. Now M = P by Incompa-
rability Theorem.

The previous results can be used to prove some useful properties con-
cerning extensions of homomorphisms.

Lemma 5.3.21 Let A ⊇ R be an integral ring extension. If R is a field
then A ⊇ R is an algebraic field extension.

Proof Let α ∈ A be a non-zero element. Then α is algebraic over R,
hence R[α] ⊆ A is a field, and α is invertible. Hence A is a field.
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Proposition 5.3.22 Let A be integral over R. Every homomorphism ϕ

of R to an algebraically closed field F can be extended to A.

Proof If R is a field, then A is an algebraic field extension of R by
Lemma 5.3.21. Now the result follows from Proposition 2.16.5.

If R is local, then kerϕ is the maximal ideal m of R. By Lying Over
and Maximality Theorems, there is an ideal M of A lying over m. The
inclusion R → A then induces an embedding of fields R/m → A/M ,
which we use to identify R/m with a subfield of A/M . Note that the
field extension A/M ⊇ R/m is algebraic. Since kerϕ = m, ϕ factors
through the projection R → R/m. The resulting homomorphism ϕ :
R/m → F can be extended to ψ : A/M → F by Proposition 2.16.5.
Now if π : A→ A/M is the natural projection, then ψ ◦ π is the desired
extension of ϕ.

Now we consider the general case. Let p := kerϕ, a prime ideal
in R, and S = R \ p. Then S−1A is integral over S−1R by Proposi-
tion 5.3.11(iv). Now S−1R = Rp is local. By the universal property of
localizations, ϕ extends to a ring homomorphism ϕ̂ : S−1R → F . By
the local case, ϕ̂ extends to ψ̂ : S−1A → F , and the desired extension
ψ : A→ F is obtained by composing ψ with the natural homomorphism
A→ S−1A.

Proposition 5.3.23 Every homomorphism of a field k into an alge-
braically closed field can be extended to every finitely generated ring ex-
tension of k.

Proof Let ϕ : k → F be a homomorphism to an algebraically closed
field F and R be a finitely generated ring extension of k, so that R =
k[α1, . . . , αn] for some α1, . . . , αn ∈ R.

First assume that R is a field. By Proposition 5.3.22, we may as-
sume that R is not algebraic over k. Let {β1, . . . , βt} be a (necessarily
finite) transcendence base of R over k. Each α ∈ R is algebraic over
k(β1, . . . , βt), i.e. satisfies a polynomial akαk + · · ·+ a1α+ a0 = 0 with
coefficients ak, . . . , a0 ∈ k(β1, . . . , βt), ak 6= 0. Multiplying by a common
denominator yields a polynomial equation

bkα
k + · · ·+ b1α+ b0 = 0

with coefficients bk, . . . , b0 ∈ k[β1, . . . , βt], bk 6= 0. Hence α is in-
tegral over k[β1, . . . , βt,

1
bk

]. Applying this to α1, . . . , αn yields non-
zero c1, . . . , cn ∈ k[β1, . . . , βt] such that α1, . . . , αn are integral over
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k[β1, . . . , βt,
1
c1
, . . . , 1

cn
]. Set c = c1 . . . cn. Then α1, . . . , αn are inte-

gral over k[β1, . . . , βt,
1
c ], and hence R is integral over k[β1, . . . , βt,

1
c ],

see Proposition 5.3.7(ii). Let cϕ be the image of c under the homomor-
phism

k[β1, . . . , βt] ∼= k[x1, . . . , xt] → F [x1, . . . , xt]

induced by ϕ. As F is infinite there exist γ1, . . . , γt ∈ F such that
cϕ(γ1, . . . , γt) 6= 0. By the universal property of polynomial rings, there
exists a homomorphism ψ : k[β1, . . . , βt] → F which extends ϕ and sends
β1, . . . , βt to γ1, . . . , γt, respectively. The universal property of localiza-
tions yields an extension of ψ to ring k[β1, . . . , βt,

1
c ] = k[β1, . . . , βt]c.

Now Proposition 5.3.22 extends ϕ to R, which completes the case where
R is a field.

Now, let R = k[α1, . . . , αn] be any finitely generated ring extension
of k. Let m be a maximal ideal of R and π : R → R/m be the natural
projection. Then R/m is a field extension of π(k) ∼= k generated by
π(α1), . . . , π(αn). By the first part of the proof, every homomorphism
of π(k) into F extends to R/m. Therefore every homomorphism of
k ∼= π(k) extends to R.

Example 5.3.24 We describe prime ideals of Z[i] and illustrate the
Lying Over Theorem on integral extension Z ⊂ Z[i]. As Z[i] is a PID,
the ideal (a) is prime if and only if a is irreducible. So we want to
understand what are irreducible elements in Z[i]. Recall that the degree
function for the Euclidean ring Z[i] is ∂(a + ib) = a2 + b2. It has the
property ∂(xy) = ∂(x)∂(y), whence ±1 and ±i are the only units in
Z[i]. Moreover, it is clear that if ∂(x) = p, a prime number, then x is
irreducible. This produces interesting irreducible elements when p ≡ 1
(mod 4) in view of the following fact:
Fermat’s Two-Squares Theorem An odd prime p is a sum of two
squares if and only if p ≡ 1 (mod 4). (Proof. Let p = a2 + b2. As p
is odd, a and b have different parities, say a = 2m, b = 2n + 1. Then
a2+b2 = 4m2+4n2+4n+1 ≡ 1 (mod 4). Conversely, let p ≡ 1 (mod 4).
Then C4 is a subgroup of Cp−1. Let m̄ be a generator of C4 inside
(Z/pZ)× ∼= Cp−1. Then m2 ≡ −1 (mod p), and so we found an integer
m such that p | (m2 +1). Then in Z[i], p | (m2 +1) = (m+ i)(m− i). On
the other hand, it is easy to see that p does not divide m± i. It follows
that p is not an irreducible element of Z[i], i.e. p = (a+ ib)(c+ id) with
(a+ ib), (c+ id) ∈ Z[i] non-units. Then p2 = (a2 + b2)(c2 + d2), whence
p = a2 + b2 = c2 + d2.
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Now, let α = a + bi ∈ Z[i] be non-zero non-unit. We claim that α is
irreducible if and only if ±α or ±iα is one of the following:

(i) a prime p ∈ Z of the form p = 4m+ 3;
(ii) 1± i;
(ii) a± bi, where q = a2 + b2 is a prime in Z of the form 4m+ 1.

First of all observe that the elements α described in (i)-(iii) are irre-
ducible since for them we have ∂(α) is a prime in Z. Conversely, let α
be an arbitrary irreducible element in Z[i].

We prove that there is a unique prime p in Z with α | p in Z[i]. Indeed,
αᾱ = ∂(α) shows that α | ∂(α). Decomposing ∂(α) as a product of
prime numbers in Z, we see that α divides some prime p. If α also
divides another prime p′, then α also divides 1 = (p.p′), a contradiction.

Now, α | p implies ∂(α) | ∂(p) = p2, so that ∂(α) = p or p2. If
p ≡ 3 (mod 4), then ∂(α) = p cannot occur, by Fermat’s Two-Squares
Theorem. Now, α | p implies p = αβ for some β. Then ∂(α)∂(β) = p2,
and hence ∂(β) = 1, whence β is a unit, and so, up to a unit α = p. If
p = 2, then clealry α = 1± i up to multiplication by units. Finally, let
p ≡ 1 (mod 4). We need to rule out the case ∂(α) = p2. By Fermat’s
Two-Squares Theorem, we can write p = c2 + d2. Let β = c + di, an
irreducible element of Z[i]. Then α divides p = ββ̄. As α is irreducible,
al divides β or β̄. But β and β̄ are also irreducible, so, up to unit, α
equals β or β̄.

Now, that we know what prime ideals in Z[i] look like, it is easy to
see that for a prime p ∈ Z of the form p = 4m + 3, exactly one prime
lies over (p). Exactly two prime ideals (1+ i) and (1− i) lie over (2). As
for primes p ∈ Z of the form p = 4m + 3, the prime ideals of the form
(a+ bi) lie over (p), for each a, b ∈ Z such that a2 + b2 = p.

5.4 Krull Theorems on Noetherian Rings

Lemma 5.4.1 Let V be a finitely generated R-module. If IV = V for
some ideal I of R, then (1− x)V = 0 for some x ∈ I.

Proof We have V = Rv1 + . . . Rvn for some v1, . . . , vn ∈ V . Then
IV = Iv1 + · · ·+ Ivn. If V = IV , then

vi =
n∑
j=1

aijvj (1 ≤ i ≤ n)
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for some aij ∈ I. So the matrix I−A satisfies assumptions of Lemma 5.3.4.
So d = det(I −A) annihilates V . On the other hand, since all entries of
A belong to I, we have d = 1− x for some x ∈ I.

Theorem 5.4.2 (Krull Intersection Theorem) Let R be a noethe-
rian ring and I be an ideal of R. Let J = ∩n>0I

n. Then IJ = J and
(1 − x)J = 0 for some x ∈ I. If I 6= R and either R is a domain or R
is local then J = 0.

Proof First of all, IJ ⊆ J because J is an ideal. For the converse
inclusion, let Q be a primary ideal of R which contains IJ . As IJ is
an intersection of primary ideals, it suffices to prove that Q contains J .
Let P =

√
Q. By Lemma 5.1.11, Pn ⊆ Q for some n. If J 6⊆ Q, then

IJ ⊆ Q implies I ⊆ P , since Q is primary, and J ⊆ In ⊆ Pn ⊆ Q.
Applying Lemma 5.4.1 to the finitely generated R-module J yields

(1−x)J = 0 for some x ∈ I. If R is a domain and I 6= R, then 1−x 6= 0
and J = 0. Finally, if R is local then and I 6= R, then 1 − x is a unit
and J = 0 again.

Lemma 5.4.3 Let I be an ideal of a commutative ring R. Every prime
ideal P which contains I contains a prime ideal which contains I and is
minimal with this property.

Proof Consider the set S of prime ideals which contain I and are
contained in P ordered by inverse inclusion: P1 ≤ P2 if and only if
P1 ⊇ P2. It suffices to show that this set satisfies the assumptions of
Zorn’s Lemma. Well, assume that we have a linearly ordered subset
{Pi}i∈I ⊆ S. It suffices to prove that that ∩i∈IPi is a prime ideal,
which is easy to see.

Definition 5.4.4 Let I be an ideal of a commutative ring R. A prime
ideal P is minimal over I (or is isolated prime ideal of I) in case P is
minimal among all prime ideals of R which contain I.

Proposition 5.4.5 Let I be an ideal of a noetherian ring R. There are
only finitely many prime ideals of R that are minimal over I.

Proof Assume the result is false. As R is noetherian, there exists an
ideal J which is maximal with the property that there are infinitely
many prime ideals of R that are minimal over J . Then J is not prime,
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i.e. there are ideals J1, J2 6⊇ J such that J1J2 ⊆ J . By the maximality
of J , there are only finitely many prime ideals of R that are minimal over
J1 and there are only finitely many prime ideals of R that are minimal
over J2. Now, if a prime ideal P is minimal over J , then J1J2 ⊆ J ⊆ P

whence J1 ⊆ P or J2 ⊆ P , and P is minimal over J1 or over J2. Hence
there are only finitely many primes minimal over J , a contradiction.

Lemma 5.4.6 If M is a maximal ideal of a noetherian ring, then R/Mn

is an artinian R-module for every n > 0.

Proof We show that V = Mn−1/Mn is an artinian R-module for all
n > 0. Since (R/Mn)/(Mn−1/Mn) ∼= R/Mn−1, the result will follow by
induction using Lemma 3.4.5. We have MV = 0, hence V is an R/M -
module in a natural way. Now, Mn−1 is a finitely generated R-module,
hence V is a finitely generated R/M -module. Since R/M is a field, it
follows that V is artinian R/M -module, hence an artinian R-module.

Definition 5.4.7 Let P be a prime ideal of R. The nth symbolic power
of P is defined to be the ideal

P (n) := {r ∈ R | sr ∈ Pn for some s ∈ R \ P}.

It is clear that P (n) ⊇ P (n+1) and P (n) ⊇ Pn for all n. Another
description of P (n) is as follows:

P (n) = (PnP )c. (5.1)

Lemma 5.4.8 Let P be a prime ideal of R. Then P (n) is a P -primary
ideal of R for any n > 0.

Proof We have
√
P (n) ⊇

√
Pn = P . Assume that xy ∈ P (n) and

x 6∈
√
P (n). Then x 6∈ P . By definition, sxy ∈ Pn for some s 6∈ P .

As x 6∈ P , it follows that y ∈ P (n). Thus P (n) is primary. It remains
to show that

√
P (n) ⊆ P . Well, otherwise there exists r ∈ R \ P with

rn ∈ P (n) ⊆ P , which is impossible as P is prime.

Lemma 5.4.9 Let R be a noetherian local domain, M be its maximal
ideal, and a ∈ M . Assume that R/(a) is an artinian R-module. Then
the only prime ideal which does not contain a is 0.
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Proof Assume P is prime and a 6∈ P . By Lemma 5.4.8, we have a
descending series P = P (1) ⊇ P (2) ⊇ . . . of P -primary ideals. Let
I = P ∩ (a). Then P/I ∼= (P + (a))/(a) ⊆ R/(a) is an artinian R-
module. Hence a descending series

P/I = P (1)/I ⊇ · · · ⊇ (P (n) + I)/I ⊇ (P (n+1) + I)/I ⊇ . . .

stabilizes, i.e. there is some m > 0 such that P (n) + I = P (m) + I for all
n ≥ m.

We now show that P (n) = P (m) for all n ≥ m. Let x ∈ P (m). As
P (n) + I = P (m) + I, we may write x = y + ra for some y ∈ P (n).
Now a 6∈ P and ra = x − y ∈ P (m) implies r ∈ P (m), as P (m) is
P -primary. Thus x ∈ P (n) + P (m)a. Hence the finitely generated R-
module V = P (m)/P (n) satisfies V = (a)V , whence V = MV , and
V = 0 by Nakayama’s Lemma (Lemma 3.12.11).

By Krull’s Intersection Theorem, applied to the local ring RP , we have
∩n≥m(PP )n = 0. Applying contraction to the last equality and using
(5.1), we get P (m) = ∩n≥mP (n) = 0. Hence P =

√
P (m) =

√
0 = 0.

Definition 5.4.10 A prime ideal P has finite length if there is an integer
n > 0 such that every strictly decrasing sequence

P = P0 ) P1 ) · · · ) Pm

of prime ideals has m ≤ n. Then the height of P is the smallest such
integer n.

Theorem 5.4.11 (Krull’s Hauptidealsatz) In a noetherian ring, a
prime ideal which is minimal over a principal ideal has height at most 1.

Proof First we consider the case where R is local and P is the max-
imal ideal of R. Assume that P is minimal over a principal ideal
(a). By Krull’s Intersection Theorem, Pn ⊆ (a) for some n > 0. By
Lemma 5.4.6, R/Pn is an artinian R-module, hence its quotient R/(a) is
also artinian. If P ′′ ( P ′ ( P are prime ideals, then a 6∈ P ′ by the min-
imality of P . By Lemma 5.4.9 applied to the domain R/P ′′, P ′ = P ′′,
a contradiction.

Now, let R be any noetherian ring and P be a prime ideal of R which
is minimal over a principal ideal (a). Then RP is a local noetherian
ring with maximal ideal PP , and PP is minimal over the principal ideal
([a1 ]) = (a)P , by Proposition 5.2.12. Hence PP has height at most 1 in
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RP , and it follows from Proposition 5.2.12 again that P has height at
most 1 in R.

Lemma 5.4.12 Let P1, . . . , Pr be prime ideals of a commutative ring.
An ideal I which is contained in P1 ∪ · · · ∪ Pr is contained in some Pi.

Proof By induction we may assume that I is not contained in the union
of any proper subset of {P1, . . . , Pr}. Then Pi 6⊆ Pj for any i 6= j. If
I ∩ (∩i 6=jPi) 6⊆ Pj for every j, then pick xj ∈ (I ∩ (∩i 6=jPi)) \ Pj , and
observe that x1 + · · ·+xr ∈ I \(P1∪· · ·∪Pr), a contradiction. Therefore
I ∩ (∩i 6=jPi) ⊆ Pj for some j. Then I

∏
i 6=j Pi ⊆ Pj , whence I ⊆ Pj , as

Pj is prime.

Lemma 5.4.13 Let R be a noetherian ring, Q1, . . . , Qr be prime ideals
of R, and

P0 ) P1 ) · · · ) Pm

be a chain of prime ideals of R. If P0 is contained in no Qj, then there
exists a chain

P0 ) P ′1 ) · · · ) P ′m−1 ) Pm

of prime ideals of R such that P ′1, . . . , P
′
m−1 are contained in no Qj.

Proof Induction on m, the result being trivial for m ≤ 1. For m > 1
the induction hypothesis yields a chain P0 ) P ′1 ) · · · ) P ′m−2 ) Pm−1

of prime ideals of R such that P ′1, . . . , P
′
m−2 are contained in no Qj . By

Lemma 5.4.12, P ′m−2 6⊆ Pm ∪Q1 ∪ · · · ∪Qr. Take

x ∈ P ′m−2 \ (Pm ∪Q1 ∪ · · · ∪Qr).

By Lemma 5.4.3, P ′m−2 contains a prime ideal P ′m−1 which is minimal
over (x) + Pm. By the choice of x, P ′m−1 properly contains Pm and is
contained in no Qj .

It remains to prove that P ′m−2 contains P ′m−1 properly. Well, in the
noetherian ring R/Pm, the ideal P ′m−1/Pm is minimal over the principal
ideal (a+Pm), so it has height at most 1 in view of Krull’s Hauptideal-
satz. On the other hand, P ′m−2/Pm has height at least 2: consider the
chain P ′m−2/Pm ) Pm−1/Pm ) Pm/Pm.

Theorem 5.4.14 (Krull’s Finite Height Theorem) In a noetherian
ring, every prime ideal has finite height. Moreover, if P is minimal over
an ideal with r generators, then P has height at most r.
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Proof Let P be minimal over an ideal I = Rx1 + · · ·+Rxr (for the first
part of the theorem take I = P ). We apply induction on r to prove that
P has height at most r. If r = 0, I = 0 and P is a minimal prime ideal,
so has height 0. Let r > 0 and J = Rx1 + · · · + Rxr−1 ⊆ I. If P is
minimal over J , we can apply inductive hypothesis. Otherwise there are
only finitely many prime ideals Q1, . . . , Qs that are minimal over J , see
Proposition 5.4.5. Clearly, P ⊇ J is contained in no Qj . Assume that
the height of P is m, and let

P = P0 ) P1 ) · · · ) Pm

be a chain of prime ideals. Then the height of P/Pm−1 is m − 1, and
the ideal (Pm−1 + J)/Pm−1 of R/Pm−1 is generated by r − 1 elements,
so it suffices to show that P/Pm−1 is minimal over (Pm−1 + J)/Pm−1

and apply the inductive hypothesis.
By Lemma 5.4.13 we may assume that P1, . . . , Pm−1 are contained in

no Qj . In the noetherian ring R/J , the prime ideals Q1/J, . . . , Qs/J

are minimal over 0. Moreover, P is minimal over J + (xr) and so P/J
is minimal over the principal ideal (xr + J) in R/J . On the other hand
P/J , is not minimal over 0, and so it must have height 1, thanks to
Krull’s Hauptidealsatz. Thus the only prime ideals of R/J properly
contained in P/J are Qj/J and 0. Next, (Pm−1 + J)/J is contained
in P/J but is contained in no Qj/J . Therefore, P/J is minimal over
(Pm−1 + J)/J . Then P is minimal over Pm−1 + J . Hence P/Pm−1 is
minimal over (Pm−1 + J)/Pm−1.

We complete this section with the notion of Krull dimension.

Definition 5.4.15 Let R be a noetherian ring. The Krull dimension (or
dimension) of R, denoted dimR, is the maximum of the heights of prime
ideals in R. (If the heights are not bounded, we write dimR = ∞).

Example 5.4.16

(i) R has dimension 0 if and only if R is a field.
(ii) A PID has dimension 1, since all its non-zero prime ideals are

maximal.

The following result is an easy exercise.

Lemma 5.4.17 Let P be a prime ideal of a noetherian ring R.

(i) The height of P is the dimension of RP .
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(ii) If P 6= 0, then dimR ≥ 1 + dimR/P .

Lemma 5.4.18 Let R be a domain and P be a prime ideal of R[x]. If
P ∩R = 0, then P is a minimal prime ideal.

Proof Let F be the field of fractions of R. Then F = S−1R, where
S = R \ {0}. Note that Q[x] ∼= S−1R[x], and we will identify the two
rings. Let 0 6= Q ⊆ P be a prime ideal of R[x]. Then by assumption
P ∩ S = Q ∩ S = ∅, and so S−1Q ⊆ S−1P are non-zero proper prime
ideals of Q[x], see Proposition 5.2.12. As Q[x] is a PID, we must have
S−1Q = S−1P , whence P = Q by Proposition 5.2.12 again.

Theorem 5.4.19 Let R be a noetherian domain of dimension n. Then
R[x] has dimension n+ 1.

Proof By Lemma 5.4.17(ii), dimR[x] ≥ n + 1, as R ∼= R[x]/(x). We
prove by induction on n that dimR[x] ≤ n+1. If n = 0 then R is a field,
R[x] is a PID, and so dimR[x] = 1. Let n > 0, and P0 ) P1 ) · · · ) Pm
be a chain of prime ideals in R[x]. We need to show that m ≤ n + 1.
Since n ≥ 1 we may assume that m ≥ 2. We identify R with the subring
of constant polynomials in R[x].

If Pm−1∩R = 0 then Pm−2∩R 6= 0 by Lemma 5.4.18. Pick a non-zero
a ∈ Pm−2 ∩R. Now Pm−2 has height at least 2 and is not minimal over
(a) by Krull’s Haupidealsatz. By Lemma 5.4.3, Pm−2 contains a prime
ideal P ′m−1, which is minimal prime over (a). Then

P0 ) P1 ) · · · ) Pm−2 ) P ′m−1 ) 0

is a chain of prime ideals of R[x] in which P ′m−1∩R ⊇ (a) 6= 0. Therefore,
we may assume that Pm−1 ∩R 6= 0.

Then p = Pm−1∩R is a non-zero prime ideal ofR. By Lemma 5.4.17(ii),
dimR/p ≤ dimR − 1 = n − 1. By the inductive hypothesis, we have
dim((R/p)[x]) ≤ n. The projection R→ R/p induces a homomorphism
R[x] → (R/p)[x] whose kernel P = p[x] ⊆ Pm−1 is a non-zero prime
ideal of R[x]. Then the chain

P0/P ) P1/P ) · · · ) Pm−1/P

of prime ideals of R[x]/P ∼= (R/p)[x] shows that m − 1 ≤ n, and m ≤
n+ 1.

Corollary 5.4.20 Let F be a field. Then dimF [x1, . . . , xn] = n.
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5.5 Introduction to Algebraic Geometry

Algebraic geometry is the subject which studies algebraic varieties. Naively,
algebraic varieties are just algebraic sets.

Throughout this section we fix an algebraically closed ground field F .
(It is much harder to develop algebraic geometry over non-algebraically
closed fields and we will not try to do this).

Definition 5.5.1 Let S ⊆ F [x1, . . . , xn]. A zero of the set S is an
element (x1, . . . , xn) of Fn such that f(x1, . . . , xn) = 0 for all f ∈ S.
The zero set of S is the set Z(S) of all zeros of S. An algebraic set in
Fn (or affine algebraic set) is the zero set of some set S ⊆ F [x1, . . . , xn],
in which case S is called a set of equations of the algebraic set.

Example 5.5.2 The straight line x+y−1 = 0 and the ‘circle’ x2 +y2−
1 = 0 are examples of algebraic sets in C2. More generally, algebraic
sets in C2 with a single equation are called complex algebraic curves.
Note that the curve given by the equation (x+ y − 1)(x2 + y2 − 1) = 0
is the union of the line and the ‘circle’ above. On the other hand, the
zero set of {x+y−4, x2 +y2−1} consists of two points (1, 0) and (0, 1).
Finally, two more examples: ∅ = Z(1), and C2 = Z(0).

Note that Z(S) = Z((S)), where (S) is the ideal of F [x1, . . . , xn]
generated by S. Therefore every algebraic set is the zero set of some
ideal. Since F [x1, . . . , xn] is noetherian by Hilbert’s Basis Theorem,
every algebraic set is the sero set of a finite set of polynomials.

Proposition 5.5.3

(i) Every intersection of algebraic sets is an algebraic set; the union
of finitely many algebraic sets is an algebraic set.

(ii) Fn and ∅ are algebraic sets in Fn.

Proof (i) Let (Vj = Z(Ij))j∈J be a family of algebraic sets, given as
zero sets of certain ideals Ij . To see that their intersection is again an
algebraic set, it is enough to note that ∩j∈JZ(Ij) = Z(

∑
j∈J Ij). For

the union, let Z(I) and Z(J) be algebraic sets corresponding to ideals I
and J , and note that Z(I) ∪ Z(J) = Z(I ∩ J) (why?).

(ii) Fn = Z(0) and ∅ = Z(1).

The proposition above shows that algebraic sets in Fn are closed sets
of some topology. This topology is called the Zariski topology. Zariski
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toplology on Fn also induces Zariski topology on any algebraic set in Fn.
This topology is very weird and it takes time to get used to it. The main
unintuitive thing here is that the topology is ‘highly non-Hausdorf’—its
open sets are huge. For example, on C closed sets are exactly the finite
sets, and so any two non-empty open sets intersect non-trivially.

The most important theorem of algebraic geometry is called Hilbert’s
Nullstellensatz (or theorem on zeros). It has many equivalent reformula-
tions and many corollaries. The idea of the theorem is to relate algebraic
sets in Fn (geometry) and ideals in F [x1, . . . , xn] (commutative algebra).
We have two obvious maps

Z : {ideals in F [x1, . . . , xn]} → {algebraic sets in Fn}

and

I : {algebraic sets in Fn} → {ideals in F [x1, . . . , xn]}.

We have already defined Z(J) for an ideal J in F [x1, . . . , xn]. As for I,
let V be any subset of Fn. Then the ideal I(V ) is defined to be

I(V ) := {f ∈ F [x1, . . . , xn] | f(z1, . . . , zn) = 0 for all (z1, . . . , zn) ∈ Z}.

Lemma 5.5.4 Let V be any subset of Fn. Then Z(I(V )) = V̄ , the
closure of V in Zariski topology. In particular, if V is an algebraic set,
then Z(I(V )) = V .

Proof We have to show that for any algebraic set Z(J) containing V we
actually have Z(I(V )) ⊆ Z(J). Well, as V ⊆ Z(J), we have I(V ) ⊇ J ,
which in turn implies Z(I(V )) ⊆ Z(J).

Note, however, that Z and I do not give us a one-to one correspon-
dence. For example, in F 1 we have Z((x)) = Z((x2)) = {0}, that is the
different ideals (x) and (x2) give the same algebraic set. Also, note that
I({0}) = (x) 6= (x2). Nullstellensatz sorts out problems like this in a
very satisfactory way.

The first formulation of the Nulltellensatz is as follows (don’t forget
that F is assumed to be algebraically closed throughout the section):

Theorem 5.5.5 (Hilbert’s Nullstellensatz) Let J be an ideal of
F [x1, . . . , xn]. Then I(Z(J)) =

√
J .

Proof First of all, it is easy to see that
√
J ⊆ I(Z(J)). Indeed, let
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f ∈
√
J . Then fn ∈ J . Then fn is zero at every point of Z(J). But

this implies that f is zero at every point of Z(J), i.e. f ∈ I(Z(J)).
The converse is much deeper. Let f ∈ I(Z(J)) and assume that no

power of f belongs to J . Applying Lemma 5.1.8 to the multiplicative
set {1, f, f2, . . . } yields a prime ideal P containing J but not f . Let
R = F [x1, . . . , xn]/P and π : F [x1, . . . , xn] → R be the natural pro-
jection. Then R is a domain which is generated over π(F ) ∼= F by
α1 := π(x1), . . . , αn := π(xn). We identify F and π(F ), and so π can
be considered as a homomorphism of F -algebras. Under this agreement,
y := f(α1, . . . , αn) = π(f) 6= 0, non-zero element of R, as f 6∈ P .

By Proposition 5.3.23, the identity isomorphism F → F can be ex-
tended to a homomorphism ψ from the subring F [α1, . . . , αn,

1
y ] of the

fraction field of R to F . Then ψ(y) 6= 0. So

f(ψ(α1), . . . , ψ(αn)) = ψ(f(α1, . . . , αn)) = ψ(y) 6= 0.

On the other hand, for any g ∈ J ⊆ P we have

g(ψ(α1), . . . , ψ(αn)) = ψ(g(α1, . . . , αn)) = ψ(g(π(x1), . . . , π(xn)))

= ψ(π(g(x1, . . . , xn))) = ψ(π(g)) = ψ(0) = 0.

Thus (ψ(α1), . . . , ψ(αn)) is a zero of J but not of f , i.e. f 6∈ I(Z(J)), a
contradiction.

Definition 5.5.6 We say that an ideal I of a commutative ring R is
radical (or semiprime) if

√
I = I.

The following corollary is also often called Nullstellensatz.

Corollary 5.5.7 The maps I and Z induce an order-reversing bijection
between algebraic sets in Fn and radical ideals in F [x1, . . . , xn].

Proof Note that I(V ) is always a radical ideal for any subset V ⊆ Fn.
Now the result follows from Theorem 5.5.5 and Lemma 5.5.4.

Corollary 5.5.8 Let J1 and J2 be two ideals of F [x1, . . . , xn]. Then
Z(J1) = Z(J2) if and only if

√
J1 =

√
J2.

Proof It is clear that Z(J) = Z(
√
J) for any ideal J , which gives the

‘if’-part. The converse follows from Theorem 5.5.5.
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Corollary 5.5.9 Every proper ideal of F [x1, . . . , xn] has at least one
zero in Fn.

Proof If
√
I = F [x1, . . . , xn], then I = F [x1, . . . , xn]. Now the result

follows from above.

Let a = (a1, . . . , an) ∈ Fn. Denote I({a}) by Ma, i.e.

Ma = {f ∈ F [x1, . . . , xn] | f(a1, . . . , an) = 0}.

Corollary 5.5.10 The mapping a→Ma is a one-to-one correspondence
between Fn and the maximal ideals of F [x1, . . . , xn].

Proof Note that the maximal ideals are radical and apply Nullstellen-
satz.

The following gives another strange property of the Zariski topology.

Corollary 5.5.11 The Zariski topology in Fn is noetherian, i.e. its
open sets satisfy the ascending chain condition.

Proof An ascending chain of open sets corresponds to a descending
chain of closed sets, which, by the Nullstellensatz, corresponds to an
ascending chain of radical ideals of F [x1, . . . , xn], which stabilizes since
F [x1, . . . , xn] is noetherian.

In the noetherian ring F [x1, . . . , xn] every ideal I is a reduced in-
tersection of primary ideals with distinct radicals P1, . . . , Pr, which are
determined uniquely up to a permutation. If I is radical, then

I =
√
I =

√
Q1 ∩ · · · ∩Qr =

√
Q1 ∩ · · · ∩

√
Qr = P1 ∩ · · · ∩ Pr, (5.2)

and the presentation is unique up to a permutation of the prime ideals Pi.

Definition 5.5.12 An algebraic set V is called irreducible if V = Z(P )
for some prime ideal P .

The following result reduces the study of algebraic sets to that of
irreducible algebraic sets or, equivalently, to the study of prime ideals in
F [x1, . . . , xn].

Corollary 5.5.13 Every algebraic set is uniquely an irredundant finite
union of irreducible algebraic sets.
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Proof Let V be an algebraic set. By the Nullstellensatz, V = Z(I)
for some radical ideal I. Write I as the irredundant intersection of
primes, see (5.2). Then V = Z(P1 ∩ · · · ∩ Pr) = Z(P1) ∪ · · · ∪ Z(Pr),
and this decomposition is irredundant because of the Nulstellensatz.
Moreover, if V = V1 ∪ · · · ∪ Vs is an irredundant decomposition of V as
a union of irreducible algebraic sets, then I = I(V ) = I(V1 ∪ · · · ∪Vn) =
I(V1) ∩ · · · ∩ I(Vn) is a presentation of I as the intersection of primes,
and by uniqueness of such presentation I(Vi) = Pi for every i (up to a
permutation). Now, by Nullstellensatz, Vi = Z(Pi) for every i.

Another description of irreducible algebraic sets, which explains the
term better, is as follows:

Lemma 5.5.14 An algebraic set is irreducible if and only if it is not the
union of two smaller algebraic sets.

Proof The ‘if’ part follows from Corollary 5.5.13. Conversely, if V is an
irreducible algebraic set and V = V1 ∪ V2, a union of smaller algebraic
sets, then I(V ) = I(V1)∩ I(V2), and the I(Vi) contain I(V ) properly by
the Nullstellensatz. Then I(V1)I(V2) ⊆ I(V1)∩I(V2) ⊆ I(V ) contradicts
the fact that I(V ) is prime.

Corollary 5.5.15 An algebraic set V is irreducible if and only if any
open subset of V is dense in V .

Proof If V = Z1 ∪ Z2, the union of two smaller algebraic sets, then the
open sets U1 = V \ Z1 and U2 = V \ Z2 do not intersect, whence Ū1 is
not dense. Conversely, if an open set U is not dense then there is an
open set W with with U ∩W = ∅, and V = (V \U)∪ (V \W ) is a union
of two smaller algebraic sets.

Now, we will try to define the dimension of an algebraic set V . We
should be able to do it in terms of the ideal I(V ). If there is jus-
tice in the world our definition should be such that dim(Fn) = n and
dim(point) = 0. Also, in view of Corollary 5.5.13, we may work with
irreducible algebraic sets. The following definition will do the job (see
Definition 5.4.15, Example 5.4.16(i), and Corollary 5.4.20):

Definition 5.5.16 The dimension of an irreducible algebraic set V ,
written dimV , is defined to be the Krull dimension of the domain
F [x1, . . . , xn]/I(V ).
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The following lemma gives equivalent descriptions of dimension.

Lemma 5.5.17 Let V be an irreducible algebraic set, d = dimV , and
P = I(V ). Then

(i) d is the length of the longest chain P0 ) P1 ) · · · ) Pd = P of
prime ideals of F [x1, . . . , xn] containing P .

(ii) d is the length of the longest chain V0 ( V1 ( · · · ( Vd = V of
irreducible algebraic sets contained in V .

Proof (i) follows from the definition of Krull dimension, as the quotient
F [x1, . . . , xn]/I(V ) is a domain. (ii) follows from (i) and the Nullstel-
lensatz.

Let V ⊆ Fn be an algebraic set. Every polynomial f ∈ F [x1, . . . , xn]
defined an F -valued function on Fn and hence on V via restriction. Such
functions are called regular functions on V . The regular functions form
a ring (even an F -algebra) with respect to the point-wise operations.
The ring is called the coordinate algebra (or coordinate ring) of V (or
simply the ring of regular functions on V ) and denoted F [V ]. Clearly,

F [V ] ∼= F [x1, . . . , xn]/I(V ).

If I is an ideal of F [V ] then we write Z(I) for the set of all points a ∈ V
such that f(a) = 0 for every f ∈ I, and if Z is a subset of V we denote
by I(Z) the ideal of F [V ] which consists of all functions f ∈ F [V ] such
that f(z) = 0 for every z ∈ Z. Note that closed subsets of V all look
like Z(I).

Now the Nullstellensatz and the correspondence theorem for the ideals
imply:

Theorem 5.5.18 (Hilbert’s Nullstellensatz) Let V be an algebraic
set.

(i) If J be an ideal of F [V ], then I(Z(J)) =
√
J .

(ii) The maps I and Z induce an order-reversing bijection between
closed sets in V and radical ideals in F [V ].

(iii) Every proper ideal of F [V ] has at least one zero in V .
(iv) The mapping a → ma = {f ∈ F [V ] | f(a) = 0} is a one-to-one

correspondence between V and the maximal ideals of F [V ].

Proposition 5.5.19
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(i) Let V be an algebraic set. Then F [V ] is a commutative finitely
generated F -algebra with RadF [V ] = 0. If V is irreducible, then
F [V ] is a domain.

(ii) Every commutative finitely generated F -algebra A with RadA = 0
is isomorphic to F [V ] for some algebraic set V .

Proof (i) clear. For (ii), if A = F [α1, . . . , αn] is an F -algebra generated
by α1, . . . , αn, then by the universal property of polynomial rings, A ∼=
F [x1, . . . , xn]/I for some ideal I. As RadA = 0, the ideal I is radical,
and so I = I(V ) for some algebraic set V by the Nulltellensatz.

If V is irreducible, then F [V ] is a domain. Then the quotient field of
F [V ] is called the field of rational functions on V and denoted F (V ). In a
natural way, F (V ) is a field extension of F . As F is algebraically closed,
F (V ) is purely transcendental. It can be shown that tr.deg(F (V )/F ) =
dimV .

We now define morphisms between algebraic sets. Let V ⊆ Fn, W ⊆
Fm be two algebraic sets and f : V → W be a mapLet x1, . . . , xn
and y1, . . . , ym be the coordinate functions on Fn and Fm, respectively.
Denote yi ◦ f by fi for all 1 ≤ i ≤ n. So that we can think of f as
the m-tuple of functions f = (f1, . . . , fm), where fi : V → F , and
f(a) = (f1(a), . . . , fm(a)) ∈ Fm. The map f : V → W is called a
morphism of algebraic sets (or a regular map from V to W ) if each
function fi : V → F , 1 ≤ i ≤ n is a regular function on V . It is easy to
see that algebraic sets and regular maps form a category, in particular
a composition of regular maps is a regular map again.

Now, let f : V → W be a morphism of algebraic sets as above. This
morphism defines the ‘dual’ morphism f ] : F [W ] → F [V ] of coordinate
algebras, as follows:

f ] : F [W ] → F [V ] : θ 7→ θ ◦ f.

It is clear that f ] is a homomorphism of F -algebras. Moreover, (f ◦g)] =
g] ◦ f ] and id] = id, i.e. we have a contravariant functor F from the
category of algebraic sets to the category of finitely generated f -algebras
with RadA = 0. To reiterate: F(V ) = F [V ] and F(f) = f ]. If we
restrict our attention to irreducible algebraic sets, then the functor is an
equivalence categories:

Theorem 5.5.20 The functor F from the category of irreducible alge-
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braic sets to the category of finitely generated commutative F -algebras
without zero divisors is an equivalence of categories.

Proof In view of Theorem 4.2.8 and Proposition 5.5.19(ii) we just need
to show that f 7→ f ] establishes a one-to one correspondence between
regular mappings f : V → W and algebra homomorphisms F [W ] →
F [V ], for arbitrary fixed irreducible algebraic sets V ⊆ Fn andW ⊆ Fm.
Let x1, . . . , xn and y1, . . . , ym be the coordinate functions on Fn and Fm,
respectively.

Let ϕ : F [W ] → F [V ] be an F -algebra homomorphism. Set qj :=
yj |W ∈ F [w], 1 ≤ j ≤ m. Then ϕ(qj) are regular functions on V . Define
the regular map ϕ] : V → Fm as follows:

ϕ] := (ϕ(q1), . . . , ϕ(qm)).

We claim that in fact ϕ](V ) ⊆ W . Indeed, let a ∈ V and f =∑
k cky

k1
1 . . . ykm

m ∈ I(W ), where k stands for the m-tuple (k1, . . . , km).
Then f(q1, . . . , qm) = 0 in F [W ], and, since ϕ is a homomorphism, we
have

f(ϕ](a)) = f(ϕ(q1)(a), . . . , ϕ(qm)(a))

=
∑
k

ck(ϕ(q1)(a))k1 . . . (ϕ(qm)(a))km

= ϕ(
∑
k

cky
k1
1 . . . ykm

m )(a)

= ϕ(f(q1, . . . , qm))(a) = 0.

Thus ϕ](V ) ⊆W .
Now, to complete the proof of the theorem, it suffices to check that

(f ])] = f and (ϕ])] = ϕ for any regular map f : V → W and any
F -algebra homomorphism ϕ : F [W ] → F [V ]. Well, indeed,

(f ])] = (f ](q1), . . . , F ](qm)) = (f1, . . . , fm) = f.

On the other hand,

((ϕ])])(qi) = qi ◦ ϕ] = ϕ(qi)

for any 1 ≤ i ≤ m. As the qi generate F [W ], this implies (ϕ])] = ϕ.

Corollary 5.5.21 Two irreducible algebraic sets are isomorphic if and
only if their coordinate algebras are isomorphic.



5.6 Problems on Commutative Algebra 253

Lemma 5.5.22 Regular maps are continuous in the Zariski topology.

Proof Let f : V → W ⊆ Fm be a regular map. As the topology on
W is induced by that on Fm, it suffices to prove that any regular map
f : V → Fm is continuous. Let Z = Z(I) be a closed subset of Fm. We
claim that f−1(Z) = Z(J) where J is the ideal of F [V ] generated by
f ](I). Well, if a ∈ Z(J), then ϕ(f(a)) = f ](ϕ)(a) = 0 for any ϕ ∈ I, so
f(a) ∈ Z(I), i.e. a ∈ f−1(Z). The argument is easily reversed.

Remark 5.5.23 Note that regular maps from V to W usually do not
exhaust all continuous maps from V to W , so the category of algebraic
sets is not a full subcategory of the category of topological spaces. For
example, if V = W = C, the closed subsets in V and W are exactly the
finite subsets, and there are lots of non-polynomial maps from C to C
such that inverse image of a finite subset is finite (describe one!).

5.6 Problems on Commutative Algebra

Problem 5.6.1 True or false? J(R[x]) = 0.

Solution. True: for every a ∈ R the ideal Ia is maximal and ∩a∈RIa = 0.

Problem 5.6.2 Let R = R[[x]]. Calculate J(R) and RadR.

Solution. J(R) = (x), as this is the only maximal ideal in R. On the
other hand RadR = 0, as R has no nilpotent elements.

Problem 5.6.3 The ideal (4, 2x, x2) in the ring Z[x] is primary but not
irreducible.

Solution. The elements of I := (4, 2x, x2) are all polynomials f(x) =
a0 + a1x + · · · ∈ Z[x] with a0 divisible by 4 and a1 divisible by 2. It
follows that

√
I = (2). Now, let (a0 + a1x + . . . )(b0 + b1x + . . . ) ∈ I.

Assume that (a0+a1x+. . . ) 6∈ I. Then either a0 is not divible by 4 or a1

is odd. In both cases it follows that b0 is even, i.e. (b0 + b1x+ . . . ) ∈ I.
We have proved that I is primary. On the other hand, I = (4, x)∩(2, x2).

Problem 5.6.4 The ideal I = (x2, 2x) in Z[x] is not primary, but
(x)2 ⊂ I ⊂ (x) and the ideal (x) is prime.

Solution. Obvious.
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Problem 5.6.5 Represent the ideal (9, 3x+3) in Z[x] as the intersection
of primary ideals.

Solution. (9, 3x+ 3) = (3) ∩ (9, x+ 1). Indeed, it is easy to see that (3)
and (9, x+ 1) are primary containing (9, 3x+ 3). On the other hand, if
r ∈ (3) ∩ (9, x + 1), then r can be written as 9(a0 + a1x + . . . ) + (x +
1)(b0 + b1x+ . . . ). The first summand clearly belongs to (9, 3x+3), and
the second one belongs to it too, because r ∈ (3) implies that all bi are
divisible by 3.

Problem 5.6.6 Let I be an ideal of a commutative ring R such that√
I is a maximal ideal in R. Prove that I is primary.

Solution. J :=
√
I is the intersection of primes containing I. Since J is

maximal, it is the only prime containing I. So, if x+ I is a zero divisor
of the local ring R/I, then x ∈ J , whence (x+ I) is nilpotent.

Problem 5.6.7 In a noetherian ring, prove that
√
I is the intersection

of the associated prime ideals of I.

Solution.
√
I =

√
Q1 ∩ · · · ∩Qr =

√
Q1 ∩ . . .

√
Qr, using the easily

checked fact that
√
I ∩ J =

√
I ∩

√
J .

Problem 5.6.8 Let S be the set of all non-zero elements of Zn which
are not zero divisors. Determine S−1Zn.

Solution. All non-zero divisors in Zn happen to be units, so S−1Zn ∼= Zn.

Problem 5.6.9 Let S be a multiplicative subset of R and T be a mul-
tiplicative subset of S−1R. Let S∗ = {r ∈ R | [ rs ] ∈ T for some s ∈ S}.
Then S∗ is a multiplicative subset of R and there is a ring isomorphism
S−1
∗ R ∼= T−1(S−1R).

Solution. That S∗ is multiplicative follows from the fact that so is T .
It is also easy to see that S∗ ⊇ S. Now, the universal property of
localizations gives homomorphisms

α : S−1
∗ R→ T−1(S−1R),

[r
s

]
7→

[
[ rs′ ]
[ ss′ ]

]
,

where s′ ∈ S is such that [ ss′ ] ∈ T , and

β : T−1(S−1R) → S−1
∗ R,

[
[ rs ]
[ ts′ ]

]
7→

[
rs′

st

]
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(note that the last formula makes sense, as t ∈ S∗ , s ∈ S ⊆ S∗ and S∗

is multiplicatively closed). Finally, it is clear that αβ = id and βα = id.

Problem 5.6.10 True or false? If R is a local ring, then there is a
commutative ring R′ and a prime ideal P of R′ such that R ∼= R′P .

Solution. We can take R′ = R and P to be the maximal ideal of R.

Problem 5.6.11 Let P be a prime ideal of R. Show that RP /PP is
isomorphic to the field of quotients of R/P .

Solution. Use the universal property of localizations to construct the
homomorphism f : RP → Q(R/P ), which maps [ rs ] to r+P

s+P . It is easy
to see that f is surjective and has PP as its kernel.

Problem 5.6.12 True or false? The ideal (x2, 4) is (x, 2)-primary in
Z[x].

Problem 5.6.13 Let R be a noetherian local ring with maximal ideal
M and let x1, . . . , xn ∈ M . Suppose that {x1 +M2, . . . , xn +M2} is a
basis of the R/M -vector space M/M2. Show that M = Rx1 + · · ·+Rxn.

Solution. Let N be an R-submodule ofM generated by x1, . . . , xn. Then
M = N +MM . Since A is noetherian, M is finitely generated. We can
therefore apply Nakayama’s Lemma to deduce that N = M .

Problem 5.6.14 Let R be a commutative ring with a unique prime
ideal P and let r ∈ R. Prove that x is nilpotent if and only if x ∈ P .

Problem 5.6.15 True or false? C[x, y] is a PID.

Problem 5.6.16 True or false? C[x, y] is a noetherian ring.

Problem 5.6.17 True or false? Every subring of an artinian ring is
artinian.

Problem 5.6.18 True or false? Z[x] is a UFD.

Problem 5.6.19 True or false? Z[x, y]/(x− 2y) is a noetherian ring.

Problem 5.6.20 True or false? If R is a PID then R is noetherian.



256 Commutative algebra

Problem 5.6.21 True or false? If R is a noetherian ring then every
non-zero prime ideal of R is maximal.

Problem 5.6.22 True or false? If R is a UFD then every non-zero
prime ideal of R is maximal.

Problem 5.6.23 True or false? (a) Every quotient ring of a UFD is a
UFD. (b) Every subring of a UFD is a UFD.

Problem 5.6.24 True or false? The intersection of two prime ideals of
a commutative ring is prime.

Problem 5.6.25 True or false? If R is a local ring with maximal ideal
M and V is a finitely generated R-module with (R/M)⊗R V = 0 then
V = 0.

Solution. True: use (R/M)⊗R V ∼= V/MV and Nakayama’s lemma.

Problem 5.6.26 True or false? If R is an integral domain and r ∈ R is
an irreducible element of R, then (r) is a prime ideal of R.

Problem 5.6.27 Show: if Q is a primary ideal in a commutative ring
R, then

√
Q is a prime ideal. Show that the converse holds if R is a

PID.

Problem 5.6.28 Let R be a domain and F be its field of fractions.
Then r ∈ R is a unit if and only if 1

r ∈ F is integral over R.

Problem 5.6.29 True or false? Let S be a proper multiplicative subset
of a commutative ring R and I 6= J be ideals of R. Then S−1I 6= S−1J .

Solution. False. Take R = Z, S = 2Z, I = 3Z, and J = 5Z. Then
S−1I = S−1J = Z(2).

Problem 5.6.30 True or false? Let S be a proper multiplicative subset
of a commutative ring R and I be an ideal of R. Then

√
S−1I = S−1

√
I.

Solution. True. If an = [xs ]
n ∈ S−1I then s1x

n ∈ I for some s1 ∈ S,
whence s1x ∈

√
I and a = [ s1xs1s ] ∈ S−1

√
I. Conversely if xn ∈ I, then

[xs ]
n ∈ S−1I for every s ∈ S.



5.6 Problems on Commutative Algebra 257

Problem 5.6.31 The ring R = R[x, y] is localized at the multiplicative
set S = {f ∈ R | f(0, 0) 6= 0}. Find all maximal ideals of S−1R and its
Jacobson radical.

Problem 5.6.32 Let R be an integral domain with a quotient field
F . Prove that for any maximal ideal M of R, RM can be canonically
embedded into F , and ∩RM = R.

Solution. Clearly, R ⊆ ∩RM . Conversely, take x ∈ ∩RM . If x 6∈ R set
I := {y ∈ R | yx ∈ R}. Then I is a proper ideal, and so I is contained
in a maximal ideal M . Now, x ∈ RM means x = z

w for z ∈ R and
w ∈ R \M . So xw = z ∈ R, a contradiction, since w 6∈ I.

Problem 5.6.33 Let R be a commutative ring and V be an R-module.
Show that V = 0 if and only if VM = 0 for every maximal ideal M of R.

Solution. ‘Only if’ is clear. Conversely, let v ∈ V be a non-zero element.
Pick a maximal ideal M containing the annihilator of v in R. Then it
follows that [v1 ] 6= 0 in VM .

Problem 5.6.34 Let R be a domain which is integral over a ring R.
Prove that A is a field if and only R is a field.

Solution. By Lemma 5.3.21, if R is a field, so is A. The converse follows
from Problem 5.6.71(i).

Problem 5.6.35 True or false? The ring Q[x, y] is integrally closed.

Problem 5.6.36 True or false? The ring Q(x)[y] is integrally closed.

Solution. True, as Q(x)[y] is a UFD.

Problem 5.6.37 True or false? The ring Z[x] is integrally closed.

Problem 5.6.38 Let R be a commutative integral domain. Prove that if
RP is integrally closed for every prime ideal P of R, then R is integrally
closed.

Solution. By Problem 5.6.32, we have R = ∩RP in the ring of quotients
of R. Now R̄ = ∩RP ⊆ ∩R̄P = ∩RP = R.

Problem 5.6.39 Let R be a commutative noetherian local ring with
maximal ideal M which satisfies M2 = M . Prove that R is a field.
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Solution. By Nakayama’s Lemma, M = 0.

Problem 5.6.40 True or false? Every finite local ring is a field.

Solution. False: Z4.

Problem 5.6.41 True or false? A local artinian ring has finitely many
prime ideals.

Solution. True. Let M be the maximal ideal of a local artinian ring R.
As R is artinian, Nakayama’s Lemma (or Krull’s Intersection Theorem)
implies that Mn = 0 for some n, in particular, all elements of M are
nilpotent. Now, if P is a prime ideal of R, then R/P is a domain, whence
P = M .

Problem 5.6.42 Let R = R[x, y],

I = {f(x, y) ∈ R | f(0, 0) =
∂f

∂x
(0, 0) =

∂f

∂y
(0, 0) = 0}.

Check that I is an ideal of R. Is it maximal, prime, primary or neither?
What are the associated prime ideals of I.

Solution. That I = (x2, y2, xy) is an ideal follows from Leibnitz’s rule or
by seeing directly that I = (x2, y2, xy). Clearly, the ideal is not prime
(and so not maximal). It is easy to check that I is primary and it is
clear that

√
I = (x, y).

Problem 5.6.43 Let M be a maximal ideal of Q[x, y, z]. Prove that
F = Q[x, y, z]/M is a finite algebraic extension of Q.

Problem 5.6.44 Let R be a domain. Then R is integrally closed if and
only if R[x] is integrally closed.

Solution. If R 6= R̄, then R̄ ⊆ R[x] implies R̄[x] ⊆ R[x]. Hence R[x] (
R̄[x] ( R[x]. Conversely, let R̄ = R, and take f(x)

g(x) ∈ Q(R[x]) ∼= Q(R)(x)
integral over R[x] and such that GCD(f, g) = 1. So(

f(x)
g(x)

)n
+ hn−1(x)

(
f(x)
g(x)

)n−1

+ · · ·+ h0(x) = 0,

whence

f(x)n + hn−1(x)f(x)n−1g(x) + · · ·+ h0(x)g(x)n = 0.

So g(x) divides f(x)n (in Q(R)(x)), whence g = 1. Now need to prove
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that integrality of f implies that the coefficients are in R, which is easy
to do starting from the top coefficiant and going down.

Problem 5.6.45 Let R ⊆ A be rings with R integrally closed in A.
Suppose that h(x) is a polynomial in R[x] which factors in A[x] as the
product of two monic polynomials h(x) = f(x)g(x). Show that f and g
are each in R[x].

Problem 5.6.46 An algebraic over Q element α ∈ C is integral over Z
if and only if irr (α; Q) ∈ Z[x].

Problem 5.6.47 For each n ∈ Z find the integral closure of Z[
√
n] as

follows:

(i) Reduce to the case where n is square-free.
(ii) Use the fact that

√
n is integral to deduce that what we want is

the integral closure R of Z in the field Q(
√
n).

(iii) If α = a+b
√
n with a, b ∈ Q, deduce that the minimal polynomial

of α is x2 − Trace(α)x + Norm(α), where Trace(α) = 2a and
Norm(α) = a2 − b2n. Thus, using Problem 5.6.46, α ∈ R if and
only if 2a and a2 − b2n are integers.

(iv) Show that if α ∈ R then a ∈ 1
2Z. If a = 0 show that α ∈ R if

and only if b ∈ Z. If a = 1
2 and α ∈ R show that b ∈ 1

2Z; thus,
subtracting a multiple of

√
n, we may assume b = 0 or b = 1

2 ;
b = 0 is impossible.

(v) Conclude that the integral closure is Z[
√
n] if n 6≡ 1 (mod 4), and

Z[ 12 + 1
2

√
n] otherwise.

Problem 5.6.48 Let R = Z[
√

10]. Then R is integrally closed but R is
not a UFD.

Hint: Integrally closed by Problem 5.6.47. On the other hand, 2 · 3 =
(4 +

√
10)(4−

√
10) and the elements 2, 3, 4±

√
10 are irreducible.

Problem 5.6.49

(i) Find all prime ideals of Z[
√

5] which lie over the prime ideal (5)
of Z.

(ii) Find all prime ideals of Z[
√

5] which lie over the prime ideal (3)
of Z.

(iii) Find all prime ideals of Z[
√

5] which lie over the prime ideal (2)
of Z.
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Problem 5.6.50 Let P1, . . . , Pr be prime ideals of a commutative ring.
Show that an ideal I which is contained in P1 ∪ · · · ∪ Pr is contained in
some Pi.

Problem 5.6.51 Let I be an ideal of a noetherian ring R with a reduced
primary decomposition I = Q1 ∩ · · · ∩Qr. Show that every prime ideal
of R which is minimal over I is the radical of some Qi. Is the converse
true?

Problem 5.6.52 Let P be a prime ideal of height r in a noetherian ring
R. Show that there exists an ideal I of R with r generators over which
P is minimal.

Hint. Construct x1, . . . , xr ∈ P by induction so that the prime ideals
that are minimal over Rx1 + · · ·+Rxi have height i, for every i ≤ r.

Problem 5.6.53 Let P be a prime ideal of R. Show that the height of
P is the dimension of RP .

Problem 5.6.54 Let P be a non-zero prime ideal of R. Show that
dimR ≥ 1 + dimR/P .

Problem 5.6.55 Let F be an algebraically closed field. Show that the
minimal prime ideals of F [x1, . . . , xn] are the principal ideals generated
by irreducible polynomials.

Problem 5.6.56 True or false? Let F be a field. If S is an arbitrary
subset of F [x1, . . . , xn], then there is a finite subset T of F [x1, . . . , xn]
such that Z(S) = Z(T ).

Problem 5.6.57 True or false? Let F be a field. If I is any ideal of
F [x1, . . . , xn], then I = {f ∈ F [x1, . . . , xn] | f(a) = 0 for each a ∈ Z(I)}.

Problem 5.6.58 True or false? Let F be algebraically closed and I, J

be ideals in F [x1, . . . , xn]. Then Z(I) ∪ Z(J) = Z(IJ).

Problem 5.6.59 True or false? Let F be a field, and I, J be ideals in
F [x1, . . . , xn]. Then

√
I ∩ J =

√
IJ .

Problem 5.6.60 Let I and J be ideals of A = C[x, y] and Z(I)∩Z(J) =
∅. Show that A/(I ∩ J) ∼= A/I ×A/J .
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Problem 5.6.61 True or false? Let F be algebraically closed. Any
decreasing sequence of algebraic sets in Fn stabilizes.

Problem 5.6.62 True or false? Let F be algebraically closed. Any
increasing sequence of algebraic sets in Fn stabilizes.

Problem 5.6.63 True or false? Let F be algebraically closed. Any
increasing sequence of irreducible algebraic sets in Fn stabilizes.

Problem 5.6.64 True or false? Let F be an algebraically closed field.
A system of polynomial equations

f1(x1, . . . , xn) = 0
...

fm(x1, . . . , xn) = 0

over F has no solutions in Fn if and only if 1 can be expressed as a
linear combination 1 =

∑
i pifi with polynomial coefficients pi.

Problem 5.6.65 True or false? The Zariski topology on Fm+n is the
product topology of the Zariski topologies on Fm and Fn.

Problem 5.6.66 Let R be any ring. Denote by SpecR the set of the
prime ideals of R. For an ideal I / R denote

Z(I) := {P ∈ SpecR | P ⊇ I}.

Introduce the Zariski topology on SpecR by declaring the sets of the
form Z(I) to be closed. Define a distinguished open set of SpecR to a
set of the form

U(f) := {P ∈ SpecR | f 6∈ P}

where f ∈ R.

(i) Prove that this is indeed a topology.
(ii) Prove that distinguished open sets are indeed open, and moreover,

they form a basis of the Zariski topology. Show that SpecR =
∪iU(fi) for some collection fi of elements of R if and only if the
ideal generated by all the fi is R.

(iii) Prove that SpecR is compact in the Zariski topology.
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Problem 5.6.67 Let F be an algebraically closed field of characteristic
p > 0, and Fr : F → F, a 7→ ap be the Frobenius homomorphism. True
or false:

(i) Fr is a homeomorphism in the Zariski topology.
(ii) Fr is an isomorphism of algebraic sets.

Problem 5.6.68 Describe all automorphisms of the algebraic set F .

Problem 5.6.69 Which of the following algebraic sets over C are iso-
morphic to each other?

(i) C;
(ii) Z(x) ⊂ C2;
(iii) Z(y − x2) ⊂ C2;
(iv) Z(y2 − x3) ⊂ C2;
(v) Z(y2 − x3 − x2) ⊂ C2.

Problem 5.6.70 Let W be an irreducible closed subset of an irreducible
algebraic set V . Then dimW ≤ dimV and equality is attained if and
only if V = W .

Problem 5.6.71 Let A ⊇ R be an integral ring extension.

(i) If a ∈ R is a unit in A, then a is also a unit in R.
(ii) J(R) = R ∩ J(A).

Solution. (i) As A/R is integral, we have

(a−1)n + rn−1(a−1)n−1 + · · ·+ r0 = 0,

for some ri ∈ R. Npw multiply by an−1 to get

a−1 = −rn−1 − · · · − r0a
n−1 ∈ R.

(ii) Follows from Theorem 5.3.20.

Problem 5.6.72 Let A ⊇ R be an integral ring extension. If every
non-zero prime ideal of R is a maximal ideal, then every non-zero prime
ideal of A is also maximal.

Solution. By Theorem 5.3.19, if 0 is a prime ideal of R, then the only
prime ideal of A lying over 0 is 0. Now it follows from Theorem 5.3.20
that if P is a non-zero prime ideal of A, then P is maximal, since P ∩R
is non-zero prime.
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