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Abstract

We obtain a criterion for the restriction of an irreducible rational GL(n)-
module to the naturally embedded subgroup GL(n − 1) to be semisimple, over
an arbitrary algebraically closed field. In that case, we describe the composition
factors of the restriction explicitly. As an application, we classify the completely
splittable representations of general linear groups and give an exact character
formula for these modules.

Introduction

In this paper, we study rational representations of the algebraic group GL(n) =
GL(n,F) defined over an algebraically closed field F of characteristic p ≥ 0. Our
main result gives a combinatorial criterion for the restriction of an irreducible GL(n)-
module to the naturally embedded subgroup GL(n−1) to be semisimple. In that case,
we describe the composition factors of the restriction explicitly. This extends ear-
lier work of Kleshchev [K3] and Brundan [B1] where analogous results for symmetric
groups and Hecke algebras were proved.

As an application – in section 6 – we will classify all completely splittable rep-
resentations of general linear groups, extending [K4]. By definition, a completely
splittable representation is an irreducible module which is semisimple on restric-
tion to every Levi subgroup of GL(n). For example, all irreducible GL(n)-modules
of high weight a multiple of a fundamental dominant weight are completely split-
table, by Theorem 6.2. Our results allow the dimensions of all weight spaces of a
completely splittable representation to be determined exactly. Character formulae for
these representations have recently also been obtained (independently) by Mathieu
and Papadopoulo [MP], using completely different methods.

We now describe the main result of the paper in detail. Recall that rational irre-
ducible FGL(n)-modules are parametrised by dominant weights, which can be identi-
fied with n-tuples of integers λ = (λ1, . . . , λn) where λ1 ≥ · · · ≥ λn and λn is arbitrary.
Let Ln(λ) denote the corresponding irreducible GL(n)-module.

11991 subject classification. Primary 20G05.
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The dominant weight λ is p-restricted if p = 0, or p 6= 0 and λi − λi+1 < p for all
1 ≤ i < n. If λ = (λ1, . . . , λn) and µ = (µ1, . . . , µn) are dominant weights, we denote by
λ+µ the weight whose ith part is λi+µi for i = 1, 2, . . . , n, and for a positive integer m
we write mλ for the weight whose ith part is mλi. Given this notation, we may write
an arbitrary dominant weight λ (non-uniquely) as λ = λ(0) + pλ(1) + · · · + pdλ(d)
for some d ≥ 0, with each λ(i) p-restricted. We call any such expansion a p-adic
expansion of λ.

Fix now a dominant weight λ = (λ1, . . . , λn). If λn ≥ 0, λ should be regarded as a
partition, with corresponding diagram [λ]. This is the set

{(i, j) ∈ N× N | λi 6= 0, 1 ≤ j ≤ λi}

which we always identify with an array of boxes in the plane. For example, if λ = (3, 2),
then [λ] is

We say i is a removable row (for λ) if 1 ≤ i < n and λi 6= λi+1. Notice that if λn ≥ 0
and i is a removable row, then the node (i, λi) at the end of the ith row of [λ] can be
removed to leave the diagram of a proper partition – that is, removable rows contain
removable nodes.

Given (i, j) ∈ Z × Z (not necessarily N × N), define the corresponding p-residue
resp(i, j) to be i − j regarded as an element of the ring Z/pZ. In the above example,
the 3-residues of [λ] are:

0 2 1
1 0

For 1 ≤ i ≤ j < n, define Bλ(i, j) := j − i + λi − λj+1 ∈ Z/pZ. We shall use
the fact that this is just the difference between the p-residues of (j + 1, λj+1 + 1)
and (i, λi). Given i, j with 1 ≤ i < j < n, a B-chain from i to j is a chain
i = i0 < · · · < ir = j such that Bλ(is−1, is) = 0 (in Z/pZ) for all 1 ≤ s ≤ r. Finally,
let Ri(λ) := {resp(i, j) | λi+1 < j ≤ λi}, i = 1, 2, . . . , n− 1.

We can now give the two main combinatorial definitions of the paper. If λ is a
p-restricted dominant weight, we say that λ is a generalized Jantzen-Seitz weight
(GJS for short) if whenever there are 1 ≤ i < j < n with Ri(λ)∩Rj(λ) 6= ∅, then there
is a B-chain from i to j. More generally, if λ is an arbitrary weight, we say that λ is a
generalized Jantzen-Seitz weight if λ is dominant and each λ(i) in a p-adic expansion
of λ is GJS.

Next, suppose that λ = (λ1, . . . , λn) is a p-restricted GJS weight. The weight
µ = (µ1, . . . , µn−1) is allowable (for λ) provided

(1) λi+1 ≤ µi ≤ λi for all 1 ≤ i < n;
(2) if µi 6= λi and there is a B-chain from i to j for some 1 ≤ i < j < n, then

µj = λj+1.
The definition ensures that such weights are dominant. Moreover, they are p-restricted:
indeed, since λ is p-restricted and µ is allowable for λ, µi−µi+1 ≥ p implies that Ri(λ)
meets Ri+1(λ). Hence, as λ is GJS, Bλ(i, i + 1) = 0 modulo p. For p-restricted λ,
Bλ(i, i+1) = λi−λi+2 +1 is at most 2p−1, so in fact λi−λi+2 +1 = p, which implies
that µi − µi+1 ≤ λi − λi+2 = p− 1.
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More generally, if λ is an arbitrary GJS weight with p-adic expansion λ = λ(0) +
pλ(1) + · · ·+ pdλ(d), we say that the weight µ = (µ1, . . . , µn−1) is allowable (for λ) if
µ = µ(0) + pµ(1) + · · · + pdµ(d) for weights µ(0), . . . , µ(d) such that µ(i) is allowable
for λ(i) for i = 0, 1, . . . , d.

Note that these two definitions are independent of the choice of p-adic expansion
of λ, in the case that λ is not p-restricted. We shall shortly give some examples to
illustrate the definitions, but first, we state the main result of the paper.

Main Theorem. Let λ be a dominant weight. Then, resGL(n)
GL(n−1) Ln(λ) is semisimple

if and only if λ is GJS. In that case,

resGL(n)
GL(n−1) Ln(λ) ∼=

⊕
µ allowable

Ln−1(µ).

Examples. The following are examples of p-restricted GJS weights if p = 3 and n ≥ 7:

Example one:

0 2 1
1 0
2 1
0 2
1
2
0

Example two:

0 2 1 0 2 1
1 0 2 1
2 1 0 2
0 2 1 0
1 0 2
2 1
0

In example one, the following are the allowable weights if n > 7: (3, 23, 13), (3, 22, 14),
(3, 23, 12), (3, 22, 13), (24, 12) and (23, 13). In the case n = 7, omit the first two weights
from this list (as they contain more than (n−1) non-zero parts). In example two, allow-
able weights are obtained by removing nodes ‘from the bottom up’ – the possibilities
for n > 7 are (6, 43, 3, 2, 1),(6, 43, 3, 2),(6, 43, 3, 1),(6, 43, 2, 1),(6, 42, 3, 2, 1),(5, 42, 3, 2, 1)
and (43, 3, 2, 1). Again, if n = 7, omit the first weight from this list.

All the results of the paper are expected to generalize (without significant alter-
ations to the proofs) to quantum GL(n) – by which we mean the quantum algebra
obtained by base change from Lusztig’s integral form for the Drinfeld-Jimbo quantized
enveloping algebra Uq(gln) [L]. The results in the quantum case should be valid over
an arbitrary field F, and at an arbitrary root of unity v ∈ F×. To obtain the correct
statements of the results for quantum GL(n) – in the p-restricted case only – replace
the integer p in all the above definitions with the integer `, which by definition is the
smallest positive integer such that v−`+1 + v−`+3 + · · · + v`−1 = 0 in F, or 0 if no
such integer exists. More complicated modifications are needed in the non-p-restricted
case, using the quantum version of Steinberg’s tensor product theorem. The necessary
technical theory to generalize the proofs here to the quantum case can be found in [B1]
(see also Remark 2.7).

The paper is organised as follows. In section 1, we will give some equivalent state-
ments of the above definitions and results. In particular, we restate results in terms of
dominant weights for the algebraic group SL(n,F), since this may be more familiar to
some readers. In section 2, we set up notation and recall well known basis theorems
for standard and costandard modules for GL(n). In section 3, we use these basis the-
orems to obtain a useful theoretical criterion for resGL(n)

GL(n−1) Ln(λ) to be semisimple.
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The central tool in the proof of the Main Theorem is introduced in section 4, where we
define Kleshchev’s lowering operators and prove some technical properties. We then
prove the Main Theorem in section 5. Finally, in section 6, we give the application to
classifying completely splittable representations. There is also an appendix containing
a short proof of the standard basis theorem and straightening rule.

Acknowledgements. The first author would like to thank G. Seitz for making this
collaboration possible and the University of Oregon for its hospitality whilst this work
was completed. We also thank J. C. Jantzen for pointing out [J2], Satz II.6. The
second author was partially supported by the NSF. The third author was partially
supported by the Basic Research Foundation of Belarus.

1 Some equivalent statements of the main results

We wish first to reformulate the definition of GJS. Recall the two examples of GJS
weights given in the introduction. The first of these examples is ‘trivially’ a GJS
weight as in fact Ri(λ) ∩ Rj(λ) = ∅ for all 1 ≤ i < j < n. The second example
has the (stronger) property that there is a B-chain between all pairs of removable
rows 1 ≤ i < j < n. Weights with this latter property are the usual Jantzen-Seitz
weights of [JS]. We want to show that these are essentially the only two ways p-
restricted generalized Jantzen-Seitz weights can occur.

Given removable rows 1 ≤ i < j < n, a B-chain i = i0 < · · · < ir = j is proper
if every is is a removable row. Note that if i < k < j and k is not a removable row
then Bλ(i, k) + Bλ(k, j) = Bλ(i, j). So if a B-chain from i to j exists, then a proper
B-chain from i to j exists.

1.1. Lemma. Let λ be GJS. Suppose i0 < i1 < · · · < ir and j0 < j1 < · · · < js are
two proper B-chains and that either i0 = j0 or ir = js. Then there is a proper B-
chain min(i0, j0) = k0 < k1 < · · · < kt = max(ir, js) such that {i0, . . . , ir, j0, . . . , js} ⊆
{k0, . . . , kt}.

Proof. We prove this in the case that i0 = j0, leaving the similar case ir = js to
the reader. Suppose first that i1 < j1. Then, Bλ(i0, i1) = 0 = Bλ(j0, j1). Hence, as
i0 = j0, the nodes (i1, λi1+1 + 1) and (j1, λj1+1 + 1) have the same residue. These
residues are elements of Ri1(λ) and Rj1(λ) by definition, so Ri1(λ) meets Rj1(λ). So
there is a proper B-chain from i1 to j1 by definition of GJS. So, we may refine the
chain j0 < j1 < · · · < js to assume that j1 = i1. Similarly, if j1 < i1, we may refine
the chain i0 < i1 < · · · < ir to assume that i1 = j1. Now, the proof is easily completed
by induction.

The lemma implies in particular that if i < j are removable rows and there is a
B-chain from i to j for a GJS weight λ, then there is a unique maximal proper B-chain
from i to j.

1.2. Lemma. Let λ = (λ1, . . . , λn) be a p-restricted dominant weight. Then, λ is GJS
if and only if one of the following two conditions holds:

(JS1) Ri(λ) ∩Rj(λ) = ∅ for all 1 ≤ i < j < n;
(JS2) whenever 1 ≤ i < j < n are consecutive removable rows, then Bλ(i, j) = 0.
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Proof. (⇐) is obvious.
(⇒) Let λ be GJS. Suppose that (JS1) is false, so that we can find 1 ≤ i < j < n

with Ri(λ) ∩Rj(λ) 6= ∅. Let i = i0 < i1 < · · · < ir = j be a maximal proper B-chain
from i to j.

We first claim that Ri0(λ) ∪ Ri1(λ) ∪ · · · ∪ Rir(λ) = Z/pZ. Let as = resp(is, λis)
for all 0 ≤ s ≤ r. Take any a ∈ Ri(λ) ∩Rj(λ). Then, Ri0(λ) contains a, a− 1, . . . , a0,
Ri1(λ) equals a0 − 1, a0 − 2, . . . , a1, Ri2(λ) equals a1 − 1, a1 − 2, . . . , a2 and so on.
Finally, Rir(λ) contains ar−1 − 1, . . . , a. This proves the claim.

Next, we claim that in fact {i0, i1, . . . , ir} are all of the removable rows between i
and j. Well, suppose not. Then, there is some i < k < j with k removable and equal
to no is. By the previous claim, Rk(λ) meets some Ris(λ) for some 0 ≤ s ≤ r. If
is < k, then there is a B-chain from is to k and from is to j, so that the B-chain from
is to j can be refined to a strictly longer proper B-chain from is to j by Lemma 1.1,
contradicting maximality of the original B-chain from i to j. So, is > k and there is a
B-chain from k to is. This time, the B-chain from i to is can be refined to a strictly
longer proper B-chain by Lemma 1.1, giving the required contradiction in this case.

Hence, Bλ(a, b) = 0 for all consecutive removable rows i ≤ a < b ≤ j. Now, let
i−, j+ be the smallest and largest removable rows respectively, so i− ≤ i and j+ ≥ j.
By the first claim, Ri−(λ) meets Ri+(λ) for some i ≤ i+ ≤ j. If i− = i, we take i+ = j
so that i− < i+ always. Now repeating the previous argument shows that Bλ(a, b) = 0
for all consecutive removable rows i− ≤ a < b ≤ i+. Similarly, there is i ≤ j− ≤ j with
j− < j+ such that Bλ(a, b) = 0 for all consecutive removable rows j− ≤ a < b < j+.
Since the intervals {i−, . . . , i+}, {i, . . . , j}, {j−, . . . , j+} overlap, this shows that (JS2)
holds, completing the proof.

As a corollary of the Main Theorem and Lemma 1.2, we now describe the semisim-
ple restrictions from SL(n) to SL(n−1) (embedded as in the GL case). Let ` = n−1,
and ω1, . . . , ω` be the fundamental dominant weights for the root system A` (as in
[Bou]). If Λ = b1ω1 + · · · + bl−1ωl−1 + b`ω` is a weight for A` we define res(Λ) to be
b1ω1 + · · ·+ b`−1ω`−1 considered as a weight for A`−1.

A dominant weight Λ = b1ω1+· · ·+b`ω` is called p-restricted if p = 0 or b1, . . . , b` <
p. Every dominant weight can be represented in the form

Λ = a1ωi1 + · · ·+ akωik , with i1 < · · · < ik and a1, . . . , ak > 0.(1)

By convention, we represent the weight Λ = 0 in (1) by taking k = 0. For such Λ and
1 ≤ r ≤ s ≤ k define

BΛ
r,s := is − ir +

s∑
v=r

av ∈ Z/pZ.

We say that Λ satisfies (JS1′) if, for every 1 ≤ r < s ≤ k, one has BΛ
r,s − v 6= 0 (in

Z/pZ) for all 0 < v < ar + as. We say that Λ satisfies (JS2′) if BΛ
r,r+1 = 0 for all

1 ≤ r < k. Finally, we say that a p-restricted dominant weight Λ is GJS if Λ satisfies
(JS1′) or (JS2′). The zero weight is GJS by convention.

Let α1, . . . , α` be simple roots in A` corresponding to ω1, . . . , ω`, respectively. De-
note the root αi+αi+1+· · ·+α` by α(i, `). Fix Λ written in the form (1). An A`-weight
M is called Λ-allowable if M = Λ − n1α(i1, `) − · · · − nkα(ik, `) for some integers ni
such that

(1) 0 ≤ ni ≤ ai, i = 1, 2, . . . , k;
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(2) if ni 6= 0 and BΛ
i,j = 0 for some 1 ≤ i < j ≤ k then nj = aj .

Recall Steinberg’s tensor product theorem [St], Theorem 41. Let Λ = Λ0 + pΛ1 +
· · · + pdΛd be the (coordinate-wise) p-adic expansion. Denote the irreducible SL(n)-
module with high weight Λ by L(Λ). Steinberg’s theorem implies that for p > 0, L(Λ)
can be represented as the tensor product L(Λ) = L(Λ0) ⊗ L(Λ1)[1] ⊗ · · · ⊗ L(Λd)[d]

where [j] means the j-th Frobenius twist.

1.3. Theorem (SL-version of Main Theorem). Let Λ be an arbitrary dominant
weight with p-adic expansion Λ = Λ0 + pΛ1 + · · · + pdΛd, where d = 0 if p = 0. The
restriction resSL(n)

SL(n−1) L(Λ) is semisimple if and only if every Λj is GJS. In that case

resSL(n)
SL(n−1) L(Λ) =

⊕
L(res(M0))⊗ L(res(M1))[1] ⊗ · · · ⊗ L(res(Md))[d]

where the sum is over all tuples (M0,M1, . . . ,Md) such that Mj is Λj-allowable, j =
0, 1, . . . , d.

2 The standard and costandard basis theorems

To prove the Main Theorem, we will work with the hyperalgebra U(n) corresponding
to the algebraic group GL(n), which we may do as the category of rational GL(n)-
modules is equivalent to the full subcategory of the category of U(n)-modules consisting
of all integrable U(n)-modules (see [J1], II.1.20 for SL(n) and [J1], I.7.13 for tori). We
begin by recalling the definition of this hyperalgebra, and then introduce notation for
the standard and costandard bases of standard and costandard modules.

2.1 The hyperalgebra. The hyperalgebra U(n) = U(n,F) corresponding to the alge-
braic group GL(n) = GL(n,F), can be defined by base change from a Kostant Z-form
U(n,Z) for the universal enveloping algebra U(n,C) of the Lie algebra gl(n,C), as in
[CL]. For 1 ≤ i, j ≤ n, let Xi,j denote the element of gl(n,C) corresponding to the
n× n matrix with a 1 in the ij-entry and zeros elsewhere. Let

X
(r)
i,j :=

(Xi,j)
r

r!
,

(
Xi,j

r

)
:=

Xi,j(Xi,j − 1) . . . (Xi,j − r + 1)
r!

in U(n,C). Then, U(n,Z) is the Z-subalgebra of U(n,C) generated by{
1, X(r)

i,j ,

(
Xi,i

r

) ∣∣∣∣ 1 ≤ i, j ≤ n, i 6= j, r ≥ 1
}

and the hyperalgebra U(n) over F is U(n,Z)⊗
Z
F. For 1 ≤ i < j ≤ n, we denote the

image of X(r)
i,j and X

(r)
j,i in U(n) by E(r)

i,j and F
(r)
i,j respectively, and the image of

(
Xi,i
r

)
by
(
Hi
r

)
. We use E(r)

i and F
(r)
i as shorthands for E(r)

i,i+1 and F
(r)
i,i+1.

Let U+(n) and U−(n) respectively be the subalgebras of U(n) generated by the el-
ements

{
1, E(r)

i

∣∣ 1 ≤ i < n, r ≥ 1
}

and
{

1, F (r)
i

∣∣ 1 ≤ i < n, r ≥ 1
}

. Let U0(n) denote

the ‘diagonal’ subalgebra generated by
{

1,
(
Hi
r

) ∣∣∣∣ 1 ≤ i ≤ n, r ≥ 1
}

. Recall that U−(n)

has a PBW basis which we always order as follows:

F
(N1,2)
1,2 F

(N1,3)
1,3 F

(N2,3)
2,3 . . . F

(N1,n)
1,n . . . F

(Nn−1,n)
n−1,n
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as N runs over all upper triangular matrices with entries in Z≥0 and zeros on the
diagonal.

We identify the n-tuple λ = (λ1, . . . , λn) ∈ Zn with the weight λ : U0(n) → F

which maps
(
Hi
r

)
to
(
λi
r

)
for all 1 ≤ i ≤ n, r ≥ 1. Let εi denote the U(n)-weight

(0, . . . , 0, 1, 0, . . . , 0) (where the 1 is in the ith position). As usual, there is a domi-
nance order defined on the set X(n) := Z

n of all weights: for µ, λ ∈ X(n), µ ≤ λ if
λ − µ can be written as

∑n−1
i=1 ai(εi − εi+1) with each ai a non-negative integer. The

weight λ ∈ X(n) is dominant if λ1 ≥ · · · ≥ λn with λn ∈ Z arbitrary. Let X+(n)
denote the set of all dominant weights.

For λ ∈ X+(n), let Ln(λ),∆n(λ) and ∇n(λ) denote the irreducible, standard (or
Weyl) and costandard (or co-Weyl) U(n)-modules of high weight λ respectively. By
definition, a high weight vector in a U(n)-module is a weight vector annihilated by
E

(r)
i for all 1 ≤ i < n, r ≥ 1. So the standard module ∆n(λ) is generated by a high

weight vector eλ (unique up to scalars), and U0(n) acts on eλ by the weight λ. Recall
that Ln(λ) = ∆n(λ)/ rad ∆n(λ) where rad ∆n(λ) denotes the unique maximal proper
submodule, and let fλ be the image of eλ in this quotient. Also, Ln(λ) is the simple
socle of ∇n(λ).

Let δ denote the n-tuple (1, 1, . . . , 1) which is the weight of the one dimensional
determinant module det. Then, for any c ∈ Z, ∆n(λ) ⊗ detc ∼= ∆n(λ + cδ) , and
similarly for Ln(λ). Using this observation, it is easy to reduce all the results in the
introduction to the case that λn ≥ 0, when we may identify λ with a partition. We
will do this from now on in the paper, and let Λ+(n) denote the set of all partitions
(λ1, . . . , λn) ∈ Zn with λ1 ≥ · · · ≥ λn ≥ 0. For convenience, let Λ(n) ⊂ X(n) denote
the set of all n-tuples of non-negative integers, so Λ+(n) = Λ(n) ∩X+(n). Elements
of Λ(n) are compositions.

Let U(n − 1), U−(n − 1), U0(n − 1), U+(n − 1) denote the naturally embedded
subalgebras of U(n), U−(n), U0(n), U+(n) respectively corresponding to the subgroup
GL(n− 1) < GL(n) (embedded into the top left hand corner of the matrices). We will
talk about U(n− 1)-weights and U(n− 1)-high weight vectors when it is necessary to
distinguish between these notions and the corresponding notions for U(n).

For λ ∈ X(n) and µ in either X(n− 1) or X(n), and 1 ≤ i ≤ j < n, define

Cλ(i, j) := j − i+ λi − λj ,
Bλ(i, j) := j − i+ λi − λj+1,

Bµ,λ(i, j) := j − i+ µi − λj+1,

all regarded as elements of Z/pZ. Next, given 1 ≤ i < j ≤ n, define

C λ(i, j) := {a | i < a < j, Cλ(i, a) = 0},
Bλ(i, j) := {a | i ≤ a < j, Bλ(i, a) = 0},

Bµ,λ(i, j) := {a | i ≤ a < j, Bµ,λ(i, a) = 0}.

Observe that Bλ(i, j) = Bλ,λ(i, j) and Bλ(i, j) = Bλ,λ(i, j).

2.2 Tableaux. Suppose that λ ∈ Λ(n) is a composition, where λ = (λ1, . . . , λn).
Recall the definition of the diagram [λ] of λ from the introduction. A λ-tableau is a
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function t : [λ]→ {1, . . . , n}, which we regard just as the diagram [λ] with boxes filled
with integers in {1, . . . , n}. A tableau t is simply a λ-tableau for some λ ∈ Λ(n), and
in which case λ is the shape of t. If 1 appears µ1 times, 2 appears µ2 times, . . . , n
appears µn times in t then we say that the weight of t is (µ1, µ2, . . . , µn).

A tableau is row standard if the entries increase weakly along the rows. If λ ∈
Λ+(n) is a partition, we say a λ-tableau is standard if the entries increase weakly
along rows and strictly down columns. The λ-tableau with every entry on the ith row
equal to i is denoted 1λ. It is the unique standard λ-tableau of weight λ.

Given a row standard tableau t and 1 ≤ m ≤ n, let t[m] denote the tableau
obtained by removing all nodes with entry greater than m. As t is row standard, t[m]
is well-defined and has the shape of some composition. Note also that t equals t[n] as
the entries in t are at most n. If in addition every row on the ith row is at least i for
all i, then t[m] has at most m non-empty rows, and we can define shape(t[m]) to be
the shape of the tableau t[m] regarded as an element of Λ(m).

We can now define a partial order on the set of all row standard tableaux, called
the dominance order on tableaux, as follows. Given λ-tableaux s and t, write s ≤ t
if either s = t, or there is some 1 ≤ m ≤ n such that s[i] has the same shape as t[i] for
i = m + 1, . . . , n but the shape of s[m] is strictly lower than the shape of t[m] in the
dominance order on Λ(n). For example,

1 3 4
2 2

< 1 2 4
2 3

< 1 2 2
3 4

.

Say that µ belongs to λ, written µ ←− λ, if λ = (λ1, . . . , λm) ∈ Λ+(m) and
µ = (µ1, . . . , µm−1) ∈ Λ+(m − 1) for some m > 1, satisfying λi+1 ≤ µi ≤ λi for all
1 ≤ i < m. So, [µ] is the diagram of a partition, obtained from [λ] by removing nodes
from the bottoms of columns. Given µ←− λ ∈ Λ+(n), we define the level of µ to be
the integer

∑n−1
i=1 (λi−µi), and let 1µ,λ denote the standard λ-tableau with (i, j)-entry

equal to i if (i, j) ∈ [µ] or n otherwise. For example, if µ = (2, 1, 0) and λ = (3, 2, 0, 0)
(so n = 4) then

1µ,λ = 1 1 4
2 4

.

2.3 The standard basis theorem. Fix now a partition λ = (λ1, . . . , λn) ∈ Λ+(n).
Given a row standard λ-tableau t such that every entry on row i of t is at least i, let

Ft := F
(N1,2)
1,2 F

(N1,3)
1,3 F

(N2,3)
2,3 . . . F

(N1,n)
1,n . . . F

(Nn−1,n)
n−1,n

where Ni,j equals the number of j’s on row i of t. This is just a monomial in the PBW
basis for U−(n). For example, F1λ is the identity in U−(n). Given µ ←− λ, let Fµ,λ
denote F1µ,λ ; explicitly, Fµ,λ = F

(λ1−µ1)
1,n . . . F

(λn−1−µn−1)
n−1,n .

The standard basis theorem [CL], 3.5 says that

{Fteλ | t a standard λ-tableau}

is a basis for ∆n(λ). We will also need the straightening rule proved in Theorem A.4
in the appendix (also note the remarks after the proof of Theorem A.4): if t is any
row standard but not standard λ-tableau such that every entry on row i is at least i,
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then Fteλ can be written as a linear combination of standard basis elements Fseλ, s
standard, where s > t in the dominance order on tableaux. Moreover, as the weight of
the vector Fseλ is precisely the weight of s as defined in (2.2), the standard tableaux
s occurring in this expansion of Fteλ have the same weight as t.

2.4. Lemma. Given µ←− λ and an element S ∈ U−(n), the Fµ,λeλ-coefficient of Seλ
when expanded in terms of the standard basis for ∆n(λ) is equal to the Fµ,λ-coefficient
of S when written in terms of the PBW basis for U−(n).

Proof. Take a monomialX = F
(N1,2)
1,2 F

(N1,3)
1,3 F

(N2,3)
2,3 . . . F

(N1,n)
1,n . . . F

(Nn−1,n)
n−1,n in the PBW

basis for U−(n). Let Mi = Ni,i+1 + Ni,i+2 + · · · + Ni,n. Suppose first that X cannot
be written in the form Ft for some row standard λ-tableau t with every entry on row
i at least i. This means that for some 1 ≤ i < n, Mi > λi. Now note that X can be
rearranged to equal

X = F
(N1,2)
1,2 F

(N1,3)
1,3 . . . F

(N1,n)
1,n . . . F

(Ni,i+1)
i,i+1 . . . F

(Ni,n)
i,n . . . F

(Nn−1,n)
n−1,n .

All weights of ∆n(λ) lie in Λ(n). So, the assumption that Mi > λi means that
F

(Ni,i+1)
i,i+1 . . . F

(Ni,n)
i,n . . . F

(Nn−1,n)
n−1,n eλ is zero as its weight is not in Λ(n). Hence, Xeλ = 0.

So, we may assume that X = Ft for some row standard λ-tableau t with every entry
on row i at least i. In that case, if t is standard, it contributes to the Fµ,λeλ coefficient
of Seλ precisely when t = 1µ,λ. If t is not standard, then by the straightening rule,
Fteλ expands as a sum of standard basis elements Fseλ for s > t and s of the same
weight as t. But the tableau 1µ,λ is minimal amongst row standard λ-tableaux of the
same weight as 1µ,λ for which every entry on row i is at least i, in the dominance order
on tableaux. So s 6= 1µ,λ for each s. Hence, no term Fseλ in the expansion contributes
to the Fµ,λeλ-coefficient of Seλ.

2.5 The costandard basis theorem. The basic reference here is [G]. Let A(n) =
F[ci,j | 1 ≤ i, j ≤ n], a free polynomial ring. Regarding elements of A(n) as functions
GL(n)→ F, A(n) is a (left) rational GL(n)-module with action

(g.f)(g′) = f(g′g)

for all g, g′ ∈ GL(n), f ∈ A(n). Hence, A(n) is a U(n)-module.
Suppose first that λ is a partition with diagram consisting of a single column of

length r. Let t be a λ-tableau with entries t1, . . . , tr reading down this column. Define
ft ∈ A(n) to be the bideterminant

det

 c1,t1 · · · c1,tr
...

. . .
...

cr,t1 · · · cr,tr

 .

More generally, given any λ ∈ Λ+(n) and a λ-tableau t with columns t(1), . . . , t(s),
define ft ∈ A(n) to be the product ft := ft(1) . . . ft(s) . By [G], 4.4, ∇n(λ) can be defined
as the submodule of A(n) spanned by the ft for all λ-tableaux t. [Note that our ft
corresponds to Green’s bideterminant (Tl : Ti) where l and i are the row sequences of
the λ-tableaux 1λ and t, respectively.] The following elementary facts about the ft are
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known [G]. (One can use the map ϕ defined in [G], 4.4 to prove (1) and (2). For (3)
see [G], 4.6b.)

(1) F (r)
i,j .ft =

∑
s fs and E

(r)
j,i .ft =

∑
s fs, where the sums are over all λ-tableaux s

obtained from t by replacing r entries equal to i by j’s in all possible ways.
(2)

(
Hi
r

)
.ft =

(
Ni
r

)
ft where Ni is the number of entries equal to i in t.

(3) ft = 0 if t contains repeated entries in some column.
By [G], 4.5, we have the costandard basis theorem:

{ft | t a standard λ-tableau}

is a basis for ∇n(λ). By (1) and (3), f1λ is a U(n)-high weight vector, of weight λ
by (2), so we may choose the high weight vector fλ defined in (2.1) to be f1λ . Given
µ←− λ, let fµ,λ denote f1µ,λ .

2.6. Lemma. Let µ←− λ.
(i) The vector fµ,λ is a U(n− 1)-high weight vector in ∇n(λ) of U(n− 1)-weight µ.
(ii) For i = 1, . . . , n− 1, let ai =

∑i
s=1(λs − µs). Then, E(a1)

1 . . . E
(an−1)
n−1 fµ,λ = fλ.

Proof. Use (1)–(3) and the definition of the tableau 1µ,λ.

2.7. Remark. Part (ii) of this lemma will allow us to raise U(n − 1)-high weight
vectors in Ln(λ) to fλ. In the quantum case – where we do not know of an analogue
of the costandard basis theorem in the literature – one would need to argue more
carefully here, using induction together with the explicit construction of fµ,λ given
below in Theorem 5.5.

3 Branching rules

We now review some of the results on branching rules proved in [K1, K3, B1, B2], and
prove some other important preliminary results. Throughout the section, λ ∈ Λ+(n)
denotes a fixed partition with λ = (λ1, . . . , λn).

The following result is proved in [B1], Theorem 3.19, as a consequence of the
standard basis theorem. It is also proved in Proposition A.2 in the appendix.

3.1. Proposition. Let µ(1), µ(2), . . . , µ(N) be all partitions µ ←− λ ordered so that
µ(i) > µ(j) in the usual dominance order implies i < j. Define ∆i to be the U(n− 1)-
submodule of ∆ = ∆n(λ) generated by {Fµ(1),λeλ, . . . , Fµ(i),λeλ}. Then

(0) = ∆0 ⊂ ∆1 ⊂ · · · ⊂ ∆N = ∆n(λ)(2)

is a U(n − 1)-stable filtration, with ∆i/∆i−1 ∼= ∆n−1(µ(i)) for i = 1, 2, . . . , N . More-
over, the image of Fµ(i),λeλ in ∆i/∆i−1 is a U(n− 1)-high weight vector.

The result shows that ∆n(λ) has a Weyl filtration as a U(n − 1)-module, with
factors {∆n−1(µ) |µ←− λ} each occurring with multiplicity one. This well known fact
seems to have been noticed first by Jantzen in the proof of [J2], Satz II.6.



Semisimple restrictions 11

3.2. Corollary. For µ ∈ X+(n− 1),

dim HomU(n−1)(∆n−1(µ),∇n(λ)) =
{

1 if µ←− λ,
0 otherwise.

If µ ←− λ, the U(n − 1)-high weight vector in the image of ∆n−1(µ) under any such
non-zero homomorphism is a scalar multiple of fµ,λ.

Proof. The first statement follows from the proposition by contravariant duality and
[J1], II.4.16(a). For the second, use Lemma 2.6(i).

Following [B1], we say that µ is normal for λ, written µ norm←− λ, if µ ∈ Λ+(n − 1)
and

dim HomU(n−1)(∆n−1(µ), Ln(λ)) 6= 0.

We say that µ is good for λ, written µ
good←− λ, if µ ∈ Λ+(n− 1) and

dim HomU(n−1)(Ln−1(µ), Ln(λ)) 6= 0.

Since Ln−1(λ) is a quotient of ∆n−1(µ), we know that µ good←− λ implies µ norm←− λ.
Moreover, since Ln(λ) ⊆ ∇n(λ), we may use Corollary 3.2 to conclude that µ norm←− λ
implies µ←− λ.

We will use the following criteria for normality; the first follows from Corollary 3.2,
the second is proved in [B2], Theorem 5.2.

3.3. Criterion. Fix µ←− λ. Then, µ norm←− λ if and only if fµ,λ ∈ Ln(λ).

3.4. Criterion. Fix µ←− λ. Then, µ norm←− λ if and only if every vector e ∈ rad ∆n(λ)
has zero Fµ,λeλ-coefficient when written in terms of the standard basis for ∆n(λ).

By Criterion 3.4 and Lemma 2.4, we obtain:

3.5. Lemma. If µ←− λ and there exists S ∈ U−(n) such that
(i) S has non-zero Fµ,λ-coefficient when written in terms of the PBW basis for

U−(n),
(ii) Sfλ = 0 (in Ln(λ))

then µ is not normal for λ.

In this paper, we are concerned with the property that resU(n)
U(n−1) Ln(λ) is semisim-

ple. Our aim now is to show that this holds if and only if every µ norm←− λ is in fact
good. As in Proposition 3.1, let µ(1), µ(2), . . . , µ(N) be all partitions µ←− λ ordered
so that µ(i) > µ(j) in the usual dominance order implies i < j. Let

(0) = ∆0 ⊂ ∆1 ⊂ · · · ⊂ ∆N = ∆n(λ)

be the filtration of (2). Denote the image of ∆i under the natural map ∆ → L =
∆/ rad ∆ by Li. We get a filtration

(0) = L0 ⊆ L1 ⊆ · · · ⊆ LN = L.

With this notation, we obtain a third criterion for normality:



12 Jonathan Brundan, Alexander Kleshchev and Irina Suprunenko

3.6. Lemma. Given 1 ≤ i ≤ N as above, µ(i) norm←− λ if and only if Li 6= Li−1.

Proof. First, consider the weights of ∆/∆i−1. In ∆i/∆i−1 ∼= ∆n−1(µ(i)), the weight
µ(i) occurs with multiplicity one, all other weights being lower in the dominance order.
The remaining weights of ∆/∆i−1 are of the form {γ |there exists j > i with γ ≤ µ(j)}.
But µ(j) 6≥ µ(i) if j > i, so µ(i) only occurs with multiplicity one in ∆/∆i−1, and
moreover, other weights of ∆/∆i−1 do not dominate µ(i). Hence the span of all weight
spaces in ∆/∆i−1 different from µ(i) is stable under the action of U−(n−1)U0(n−1).
So there exists a non-zero U−(n − 1)U0(n − 1)-homomorphism ∆/∆i−1 → Fµ(i). By
Frobenius reciprocity for algebraic groups [J1], I.3.4, we obtain a non-zero U(n − 1)-
homomorphism

θ : ∆/∆i−1 → ∇n−1(µ(i)).

We claim that θ is non-zero on ∆i/∆i−1. Indeed, soc∇n−1(µ(i)) = Ln−1(µ(i)),
hence im θ ⊇ Ln−1(µ(i)). So the µ(i)-weight space of im θ is non-zero. Now we can
use the fact that the µ(i)-weight space of ∆/∆i−1 is contained in ∆i/∆i−1.

Extend θ to the map θ̂ : ∆→ ∇n−1(µ(i)), zero on ∆i−1, and non-zero on ∆i.
Suppose that µ(i) norm←− λ. By contravariant duality, this is equivalent to the fact

that there exists a non-zero U(n − 1)-homomorphism ϕ : L → ∇n−1(µ(i)). This ho-
momorphism can be extended to a (non-zero) homomorphism ϕ̂ : ∆ → ∇n−1(µ(i)).
Since dim HomU(n−1)(∆,∇n−1(µ(i))) = 1 (which follows from Corollary 3.2), we con-
clude that ϕ̂ is proportional to θ̂. This implies rad ∆ ⊆ ker θ̂, i.e. θ̂ factors through
L = ∆/ rad ∆. Now, θ̂ is zero on ∆i−1 and non-zero on ∆i, so it factors to give a map
which is zero on Li−1 and non-zero on Li. Hence Li 6= Li−1.

Conversely, suppose Li 6= Li−1. Then Fµ(i),λeλ + Li−1 is a non-zero high weight
vector of L/Li−1. So there is a non-zero U−(n − 1)U0(n − 1)-homomorphism L →
Fµ(i). By Frobenius reciprocity again, this gives a non-zero U(n − 1)-homomorphism
L → ∇n−1(µ(i)), and consequently by contravariant duality we obtain a non-zero
homomorphism ∆n−1(µ(i))→ L.

3.7. Corollary. Ln(λ) is generated as a U−(n− 1)-module by {Fµ,λfλ | µ norm←− λ}.

Proof. Note that Li/Li−1 is a homomorphic image of ∆i/∆i−1, and hence is a module
generated by a high weight vector Fµ(i),λfλ + Li−1. Now apply Lemma 3.6.

Now we are ready to prove the main result of this section.

3.8. Proposition. Let λ ∈ Λ+(n). The following statements are equivalent:
(i) resU(n)

U(n−1) Ln(λ) is semisimple;
(ii) every µ norm←− λ is good;
(iii) for each µ norm←− λ, fµ,λ is a scalar multiple of

Fµ,λfλ +
∑
ν>µ,
νnorm←− λ

SνFν,λfλ

for certain coefficients Sν ∈ U−(n− 1);
(iv) for each µ norm←− λ and every S ∈ U−(n) such that fµ,λ is a scalar multiple of

Sfλ, the element S has non-zero Fµ,λ-coefficient when written in terms of the PBW
basis.
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Proof. (i)⇒(ii). If µ norm←− λ and the restriction is semisimple, then fµ,λ must generate
an irreducible U(n− 1)-module, so that µ is good as required.

Assume (ii) holds. For every 1 ≤ i ≤ N , put

Mi := {µ(j) | 1 ≤ j ≤ i, µ(j) norm←− λ}.

Also put M0 = ∅.
We prove by induction on i = 0, 1, . . . , N that Li is semisimple with composition

factors {Ln−1(µ) | µ ∈ Mi}. Since L0 = (0), the induction base is clear. Let i > 0. If
µ(i) is not normal then Li = Li−1 by virtue of Lemma 3.6, and we are done. Assume
that µ(i) is normal, hence good by assumption. Then fµ(i),λ ∈ L by Criterion 3.3, and
fµ(i),λ generates a copy of Ln−1(µ(i)). By Corollary 3.7, we may write

fµ(i),λ =
∑
νnorm←− λ

SνFν,λfλ

for certain Sν ∈ U−(n− 1). By considering weights, we can assume that Sν = 0 unless
µ(i) ≤ ν and that Sµ(i) ∈ F. So,

fµ(i),λ − aiFµ(i),λfλ =
∑

ν>µ(i),

νnorm←− λ

SνFν,λfλ(3)

for a scalar ai = Sµ(i) ∈ F. The right hand side of this expression lies in Li−1 which,
by the inductive hypothesis, is semisimple with composition factors Ln−1(ν) for ν ∈
Mi−1. Since fµ(i),λ generates a copy of Ln−1(µ(i)), we have fµ(i),λ /∈ Li−1. Hence,
ai 6= 0. Moreover, by definition, Li is generated by Li−1 and Fµ(i),λfλ, hence Li is also
generated by Li−1 and fµ(i),λ, which implies that Li is semisimple with composition
factors Ln−1(µ) where µ ∈Mi−1 ∪ {µ(i)} = Mi.

Now (ii) ⇒ (i) follows immediately by taking i = N . Also (ii) ⇒ (iii) follows from
(3) since we proved that ai 6= 0.

(iv)⇒(iii). This is obvious using Corollary 3.7, as in the proof of (3).
(iv)⇒(ii). Suppose (iv) holds but there is some µ norm←− λ that is not good. Then,

for some ν < µ with ν norm←− λ, fν,λ = Tfµ,λ for some T ∈ U−(n− 1). By (iii), we may
write

fν,λ =

 ∑
γ≥µ,
γnorm←− λ

TSγFγ,λ

 fλ.

Each TSγ lies in U−(n − 1), and Fγ,λ 6= Fν,λ as γ ≥ µ > ν. So, by the choice of
ordering of the PBW basis, the element in the brackets on the right hand side of this
expression has zero Fν,λ-coefficient when written in terms of the PBW basis. This
contradicts (iv).

(iii)⇒(iv). Suppose that (iii) holds but that we can find µ norm←− λ and S ∈ U−(n)
with zero Fµ,λ-coefficient such that fµ,λ = Sfλ. By (iii), we can find an element

S′ = aµFµ,λ +
∑
ν>µ,
νnorm←− λ

SνFν,λ
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for coefficients aµ ∈ F×, Sν ∈ U−(n − 1) such that S′fλ = fµ,λ = Sfλ. Hence,
(S′ − S)fλ = 0. But the Fµ,λ-coefficient of (S′ − S) is aµ which is non-zero, so this
contradicts normality of µ by Lemma 3.5.

4 Lowering operators

We next review the definition of Kleshchev’s lowering operators, following the refor-
mulation described in [B1]. We then prove two technical properties of the lowering
operators that are central to the proof of the Main Theorem. Throughout the section,
λ = (λ1, . . . , λn) denotes a fixed element of Λ+(n).

We use the non-standard notation (i..j) to denote the open interval {i+1, . . . , j−1}
of N. Given 1 ≤ i < j ≤ n and B ⊆ (i..j), let FBi,j denote Fi,b1Fb1,b2 . . . Fbr,j if
B = {b1 < · · · < br} (we interpret F∅i,j as Fi,j). Let µ be an element of either
Λ+(n − 1) or Λ+(n), and take A ⊆ (i..j). The lowering operator Sµi,j(A) can be
defined as

Sµi,j(A) :=
∑

B⊆(i..j)

Hµ
i,j(A,B)FBi,j

for certain scalars Hµ
i,j(A,B). These scalars are defined by evaluating a certain polyno-

mial Hi,j(A,B) ∈ Z[xi, . . . , xj−1] (defined in the next paragraph) at xk := resp(k, µk)
for all k. In particular, note that (xk − xi) evaluates to Cµ(i, k) (see (2.1)).

The polynomial Hi,j(A,B), for arbitrary subsets A,B of (i..j), is defined to be the
following rational expression in Q(xi, . . . , xj−1):

Hi,j(A,B) :=
∑

D⊆B\A

(−1)|D|

∏
t∈A

(xt − xDi(t))∏
t∈B

(xt − xDi(t))
.

Here, given any set D ⊆ (i..j) and any t ∈ (i..j), Di(t) denotes the greatest element
of D that is strictly smaller than t, or i if no such element exists. It is not immediate
that this rational expression is a polynomial, but this is proved in [B1], Lemma 4.6.
The first lemma follows easily from these definitions.

4.1. Lemma. If B ⊆ A ⊆ (i..j), then Hµ
i,j(A,B) =

∏
a∈A\B

Cµ(i, a).

We now prove two technical facts about the operators Sµi,j(A). The first of these
follows easily from the commutator relations proved in [B1] or [K3]. This will be used
to construct U(n− 1)-high weight vectors.

4.2. Proposition (First technical fact). Let λ ∈ Λ+(n) be p-restricted and µ norm←−
λ, so that fµ,λ ∈ Ln(λ) (see Criterion 3.3). Suppose A ⊆ (i..n) satisfies

Sµj,n(A ∩ (j..n))fµ,λ = 0

for all i < j < n with j /∈ A. Then Sµi,n(A)fµ,λ is a U(n − 1)-high weight vector
(possibly zero) in Ln(λ).
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Proof. As λ is p-restricted, it suffices by [K2], Theorem B to show that

Ej−1S
µ
i,n(A)fµ,λ = 0

for all 1 < j < n. Now note that fµ,λ is a weight vector of weight µ. So Sµi,n(A)fµ,λ =
Si,n(A)fµ,λ, where Si,n(A) is (the classical analogue of) the operator Si,n(A) defined
in [B1] or [B2]. Also, Ej−1fµ,λ = 0 for 1 < j < n, so by [B1], Lemma 4.11(i),
Ej−1S

µ
i,n(A)fµ,λ = 0 unless j − 1 ∈ {i} ∪ A and j /∈ A. In this remaining case, [B1],

Lemma 4.11(ii) shows that

Ej−1S
µ
i,n(A)fµ,λ = −Sµi,j−1(A ∩ (i..j − 1))Sµj,n(A ∩ (j..n))fµ,λ

which is zero by assumption.

We still need to be able to show that the high weight vectors in Proposition 4.2
are non-zero under suitable circumstances. For this, we need a second technical fact,
which is rather harder to prove. First, a preliminary lemma, which is easily verified
working in U(n,Z):

4.3. Lemma. Fix 1 ≤ i < j ≤ n and a ≥ 0. The following commutator relation holds
in U(n):

[E(a+1)
j−1 , Fi,j ] =

{
E

(a)
j−1Fi,j−1 if i < j − 1,

E
(a)
j−1 (Hj−1 −Hj + a) if i = j − 1.

Next, for 1 ≤ i < j ≤ n and A ⊆ (i..j), we define the polynomial Ki,j(A) ∈
Z[xi, . . . , xj−1; yi+1, . . . , yj ] as in [B1]. By definition,

Ki,j(A) :=
∑

B⊆(i..j)

Hi,j(A,B)
∏

t∈B∪{i}

(yt+1 − xt)

 .

The key property of Ki,j(A) is as follows:

4.4. Lemma. Let B,C ⊆ (i..j) be any sets such that there is a bijection θ : C → B
with θ(c) ≥ c for all c ∈ C. Let A = (i..j) \ C. Then,

Ki,j(A) ≡
∏

t∈{i,...,j−1}\B

(yt+1 − xi) (modulo J),

where J is the ideal of Z[xi, . . . , xj−1; yi+1, . . . , yj ] generated by
{
yθ(c)+1 − xc | c ∈ C

}
.

Proof. This is immediate from [B1], Lemma 4.13(ii).

Define Kµ,λ
i,j (A) by evaluating the indeterminates in the polynomial Ki,j(A) at

xk := resp(k, µk); yk+1 := resp(k + 1, λk+1 + 1).

Note (xk − xi) evaluates to Cµ(i, k) and (yk+1 − xi) evaluates to Bµ,λ(i, k). So,

Kµ,λ
i,j (A) =

∑
B⊆(i..j)

Hµ
i,j(A,B)

∏
t∈B∪{i}

Bµ,λ(t, t)

 .
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4.5. Proposition (Second technical fact). Let µ norm←− λ, so that fµ,λ ∈ Ln(λ). Let
1 ≤ i < j ≤ n and C ⊆ C µ(i, j). Set B = Bµ,λ(i, j). Suppose that there exists a
bijection θ : C → B such that θ(c) ≥ c for all c ∈ C. Let A = (i..j) \ C. Then,
Sµi,j(A)fµ,λ 6= 0.

Proof. Suppose µ is in level l (see (2.2)), and let µ̄ = (µ1, . . . , µn−1, λn + l) be the
U(n)-weight of fµ,λ. We may write µ̄ = λ −

∑n−1
s=1 as(εi − εi+1) for unique non-

negative integers as. For notational convenience, we let X1 = E
(a1)
1 . . . E

(ai−1)
i−1 and

X2 = E
(aj)
j . . . E

(an−1)
n−1 .

Step one. We first show that for any h < j,

E
(aj−1+1)
j−1 X2Fh,jfµ,λ =

{
E

(aj−1)
j−1 X2Fh,j−1fµ,λ if h < j − 1,

Bµ,λ(j − 1, j − 1)E(aj−1)
j−1 X2fµ,λ if h = j − 1.

For this, we observe that X2 commutes with Fh,j−1 and Fh,j , and that (by consider-
ing weights), E(aj−1+1)

j−1 X2fµ,λ = 0. The first case follows immediately from these two
observations and the first case of Lemma 4.3. For the second case, where h = j − 1,
Lemma 4.3 implies that E(aj−1+1)

j−1 X2Fh,jfµ,λ = E
(aj−1)
j−1 (Hj−1 −Hj + aj−1)X2fµ,λ. So,

we need to evaluate (Hj−1 −Hj + aj−1) on the weight λ−
∑j−1

t=1 at(εt−εt+1); Hj eval-
uates to λj +aj−1 on this. On the other hand, this weight also equals µ̄+

∑n−1
t=j at(εt−

εt+1) and Hj−1 evaluates to µj−1 on this. Consequently, (Hj−1 −Hj + aj−1) evaluates
to µj−1 − λj = Bµ,λ(j − 1, j − 1) on X2fµ,λ, and step one follows.

Step two. We next show that

X1E
(ai+1)
i . . . E

(aj−1+1)
j−1 X2S

µ
i,j(A)fµ,λ = Kµ,λ

i,j (A)fλ.

Note that E(a1)
1 . . . E

(an−1)
n−1 fµ,λ = fλ by Lemma 2.6(ii). So, it suffices to show by

definition of Sµi,j(A) and Kµ,λ
i,j (A) that

X1E
(ai+1)
i . . . E

(aj−1+1)
j−1 X2F

D
i,jfµ,λ =

 ∏
t∈D∪{i}

Bµ,λ(t, t)

E
(a1)
1 . . . E

(an−1)
n−1 fµ,λ

for all subsets D ⊆ (i..j). This follows from step one by induction on (j − i).
Step three. We finally show that the right hand side of the expression in step

two is non-zero, to prove the lemma. To see this, just note that Bµ,λ(c, θ(c)) =
Bµ,λ(i, θ(c))− Cµ(i, c) = 0 for all c ∈ C, so by Lemma 4.4,

Kµ,λ
i,j (A) =

∏
t∈{i,...,j−1}\B

Bµ,λ(i, t)

which is non-zero by definition of B.

5 Proof of the Main Theorem

We are now in a position to prove the Main Theorem.
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We begin by reducing the proof to the case that λ is p-restricted. So suppose that
p > 0 and take an arbitrary λ ∈ Λ+(n) and let λ = λ(0) + pλ(1) + · · · + pdλ(d) be
a p-adic expansion of λ, where each λ(i) is p-restricted. Let F : GL(n) → GL(n)
denote the Frobenius pth power map, and given a GL(n)-module V , let V [j] denote
the jth Frobenius twist of V , with new action g.v = F j(g)v for v ∈ V, g ∈ GL(n).
Then, Steinberg’s tensor product theorem [St], Theorem 41 tells us that Ln(λ) ∼=
Ln(λ(0))⊗Ln(λ(1))[1]⊗· · ·⊗Ln(λ(d))[d]. Let soc(λ) denote the socle of the restriction
resGL(n)

GL(n−1) Ln(λ). The following result is proved in [K2]:

5.1. Theorem. Let λ = λ(0)+pλ(1)+· · ·+pdλ(d) be a p-adic expansion of λ ∈ Λ+(n).
For all i, each composition factor of soc(λ(i)) is p-restricted, and

soc(λ) ∼= soc(λ(0))⊗ soc(λ(1))[1] ⊗ · · · ⊗ soc(λ(d))[d].

Now, observe that resGL(n)
GL(n−1) Ln(λ) is semisimple if and only if dim soc(λ) =

dimLn(λ). Consequently, by the theorem, we see that resGL(n)
GL(n−1) Ln(λ) is semisimple

if and only if dim soc(λ(i)) = dimLn(λ(i)) for each i, which is if and only if each
resGL(n)

GL(n−1) Ln(λ(i)) is semisimple. Moreover, in that case, the theorem shows that the
composition factors of the restriction are the corresponding twisted tensor products of
the composition factors of each resGL(n)

GL(n−1) Ln(λ(i)).
Hence, to prove the Main Theorem, it suffices to consider the case that λ is p-

restricted. So, for the remainder of the section, we assume that λ = (λ1, . . . , λn)
is a p-restricted dominant weight. Our first aim is to show that if λ is GJS, then
resU(n)

U(n−1) Ln(λ) is semisimple. We need a preliminary lemma:

5.2. Lemma. Fix i with 1 ≤ i < n together with integers xi > 0 and xk ≥ 0 for all
k ∈ (i..n). Let A be any subset of (i..n) such that k ∈ (i..n) and xk 6= 0 imply k ∈ A.
Then, the F (xi)

i,n F
(xi+1)
i+1,n . . . F

(xn−1)
n−1,n -coefficient of F (xi−1)

i,n F
(xi+1)
i+1,n . . . F

(xn−1)
n−1,n S

λ
i,n(A) when

written in terms of the PBW basis is xi
∏
a∈A

(
Cλ(i, a) + xa

)
.

Proof. A routine induction on (n − i) shows that for any subset B of (i..n), the
F

(xi)
i,n . . . F

(xn−1)
n−1,n -coefficient of F (xi−1)

i,n F
(xi+1)
i+1,n . . . F

(xn−1)
n−1,n F

B
i,n is xi

∏
b∈B xb. Consequently,

by definition of Sλi,n(A), the corresponding coefficient in F (xi−1)
i,n F

(xi+1)
i+1,n . . . F

(xn−1)
n−1,n S

λ
i,n(A)

is
xi

∑
B⊆(i..n)

Hλ
i,n(A,B)

∏
b∈B

xb.

Now note that if B ⊆ A, then Hλ
i,n(A,B) is given by Lemma 4.1. If B 6⊆ A, then

xb = 0 for some b ∈ B by assumption. Consequently, the required coefficient equals

xi
∑
B⊆A

∏
a∈A\B

Cλ(i, a)
∏
b∈B

xb

which factorizes to give the conclusion.

5.3. Proposition. Suppose that λ ∈ Λ+(n) is a p-restricted GJS weight and µ norm←− λ.
Then, µ is allowable.
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Proof. Suppose that µ is not allowable, so that there are removable rows 1 ≤ i < j < n
such that µi < λi, µj > λj+1, with Bλ(i, j) = 0. Choose i, j so that the B-chain
i < j cannot be refined to a longer proper B-chain. The strategy is as follows. Let
yk = λk−µk for all 1 ≤ k < n and A = {i < a < j+ 1 |Cλ(i, a) 6= 0}. We will consider
the element

S := F
(y1)
1,n . . . F

(yi−1)
i−1,n︸ ︷︷ ︸

S1

F
(yi−1)
i,n F

(yi+1)
i+1,n . . . F

(yj)
j,n︸ ︷︷ ︸

S2

F
(yj+1+1)
j+1,n F

(yj+2)
j+2,n . . . F

(yn−1)
n−1,n︸ ︷︷ ︸

S3

Sλi,j+1(A).

of U−(n). We wish to show that Sfλ = 0 but that S has non-zero Fµ,λ-coefficient when
expanded in terms of the PBW basis for U−(n). This will show that µ is not normal
by Lemma 3.5. For notational convenience we split S as a product S1S2S3S

λ
i,j+1(A),

where the Si are the terms indicated above. If j + 1 = n, then we take S3 = 1.
We first show that Bλ(i, j + 1) is the disjoint union of C λ(i, j + 1) and {j}, and

that every removable row k with i < k < j is an element of A. First, note that
Bλ(i, j) = 0 6= Cλ(i, j) as λ is p-restricted. Also, if k is not a removable row, then
Cλ(i, k) = Bλ(i, k). Thus, it suffices to show given any removable row k with i < k < j,
that k is not an element of C λ(i, j + 1) or Bλ(i, j + 1).

If Cλ(i, k) = 0 then Bλ(k, j) = Bλ(i, j) − Cλ(i, k) = 0. So the B-chain i < j can
be refined by Lemma 1.1, contradicting maximality. If Bλ(i, k) = 0, the B-chain i < j
can be refined, again by Lemma 1.1, to give a contradiction.

We have shown in particular that there is no injection from Bλ(i, j+1) to C λ(i, j+
1). So, Sλi,j+1(A)fλ = 0 by [B1], Lemma 5.2. Hence, Sfλ = 0.

Now we consider the Fµ,λ-coefficient of S when expanded in terms of the PBW basis.
Suppose first that j+1 6= n. By definition, Sλi,j+1(A) is a sum of monomials of the form

FBi,j+1H
λ
i,j+1(A,B). Now, S3F

B
i,j+1 = FBi,nF

(yj+1)
j+1,n . . . F

(yn−1)
n−1,n together with the term

FBi,j+1S3 which will not contribute to the Fµ,λ-coefficient of S. Moreover, Hλ
i,n(A,B)

equals 0 if B 6⊆ (i..j + 1) (by [B1], Lemma 4.6(ii)) and Hλ
i,j+1(A,B) otherwise. Hence,

the Fµ,λ-coefficient of S equals the Fµ,λ-coefficient of

S1S2S
λ
i,n(A)F (yj+1)

j+1,n . . . F
(yn−1)
n−1,n

if j + 1 6= n. If j + 1 = n, then by definition the Fµ,λ-coefficient of S is the Fµ,λ-
coefficient of S1S2S

λ
i,n(A).

In both cases, this coefficient is equal to the F (yi)
i,n . . . F

(yj)
j,n -coefficient of S2S

λ
i,n(A),

which we computed in Lemma 5.2. It equals

yi
∏
a∈A

(
Cλ(i, a) + ya

)
.

It just remains to show that this expression is non-zero. First note that 0 < yi ≤
λi − λi+1 by assumption. So, yi 6≡ 0 (p), as λ is p-restricted. Also, Cλ(i, j) + yj =
Bλ(i, j) + yj − (λj − λj+1) 6= 0 as Bλ(i, j) = 0 and yj 6≡ λj − λj+1 (p) by assumption.
So, if the expression vanishes, then some Cλ(i, a) + ya = 0 for some i < a < j. Now,
if ya = 0, this is not the case by definition of A.

So, we may assume that Cλ(i, k) + yk = 0 for some i < k < j with yk > 0, so
that in particular k is a removable row. We now show that there is a B-chain from i
to k, so that Lemma 1.1 gives a contradiction to maximality of the B-chain i < j. If
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yk < λk − λk+1, Cλ(i, k) + yk = 0 implies that Ri(λ) meets Rk(λ), giving a B-chain
from i to k. Finally, if yk = λk − λk+1, then Cλ(i, k) + yk = Bλ(i, k) = 0, so again
there is a B-chain from i to k.

5.4. Corollary. If λ ∈ Λ+(n) is a p-restricted GJS weight, then resU(n)
U(n−1) Ln(λ) is

semisimple.

Proof. We are going to use a consequence of the linkage principle, which says that
Ln−1(ν) is a composition factor of ∆n−1(µ) only if ν and µ have the same residue
content (that is, the p-residues in the diagrams [ν], [µ] are in 1–1 correspondence).
Indeed, it is proved in [J1], II.6.13 that Ln−1(ν) is a composition factor of ∆n−1(µ) only
if ν and µ are conjugate under the action of the affine Weyl group Wa corresponding
to U(n − 1). However it is well known (see e.g. [CL], section 4) that µ and ν are
Wa-conjugate if and only if they have the same residue content.

Now, by Proposition 3.8, to prove the semisimplicity of the restriction, it suffices
to show that every fµ,λ for µ norm←− λ generates an irreducible U(n−1)-module. Suppose
not. Then we can find weights µ and ν, both normal for λ, such that Ln−1(ν) is a
composition factor of U(n − 1)fµ,λ. That is, by Proposition 5.3 and the universality
of standard modules, there are allowable weights µ and ν such that Ln−1(ν) is a
composition factor of ∆n−1(µ).

From the linkage principle, ν and µ have the same residue content. By Lemma 1.2,
λ either satisfies (JS1), when clearly no two distinct ν, µ←− λ have the same residue
content, or (JS2). In the latter case, no two allowable weights even lie in the same
level, so again cannot have the same residue content.

We now want to prove the converse to Proposition 5.3 – that is, if λ is GJS and µ
is allowable, then µ is normal.

5.5. Theorem. If λ ∈ Λ+(n) is a p-restricted GJS weight, then

resU(n)
U(n−1) Ln(λ) ∼=

⊕
µ allowable

Ln−1(µ).

Proof. By Corollary 5.4 and Proposition 5.3, it suffices to show that if ν is allowable
then ν norm←− λ. We prove this by induction on level, the result being clear for level 0
when ν = (λ1, . . . , λn−1) [which is always normal as fν,λ = fλ]. So let ν be allowable
in level l and suppose that the result has been proved for all smaller levels. Choose
i minimal such that ν = (µ1, . . . , µi−1, µi − 1, µi+1, . . . , µn−1) for some µ ←− λ. By
definition of allowable, µ is also allowable, so by induction, µ norm←− λ.

Now, let B = Bµ,λ(i, n), C = C µ(i, n). We claim that B = C. For this, note first
that i /∈ B as λ is p-restricted. Also, for k > i, if k is not a removable row for λ, then
Bµ,λ(i, k) = Cµ(i, k). So, it suffices to consider a removable row (for λ) k > i. Suppose
first that k > i is an element of C. Then, as ν is allowable and λ is GJS, Cµ(i, k) = 0
implies that µk = λk+1, for otherwise Ri(λ) meets Rk(λ) and hence µk = λk+1, giving
a contradiction. So Bµ,λ(i, k) = k− i+µi−λk+1 = k− i+µi−µk = Cµ(i, k) = 0, and
k ∈ B. Conversely, suppose that k > i is an element of B. We show that there is a
B-chain from i to k. This is immediate if λi = µi, since then 0 = Bµ,λ(i, k) = Bλ(i, k).
And if λi 6= µi, then Bµ,λ(i, k) = 0 implies that Ri(λ) meets Rk(λ), so again there is a
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B-chain from i to k by definition of GJS. Consequently, as ν is allowable, µk = λk+1,
and k ∈ C as required.

So, B = C as claimed. Let A = (i..n) \ C. Proposition 4.5 (taking θ : C → B to
be the identity) implies that Sµi,n(A)fµ,λ is a non-zero element of Ln(λ). We now show
that it is a U(n − 1)-high weight vector, so that ν norm←− λ as required. To prove this,
we use Proposition 4.2 to see that it suffices to show that

Sµj,n(A ∩ (j..n))fµ,λ = 0

for all i < j < n with j /∈ A.
Suppose for a contradiction that there is some j ∈ (i..n) \A with Sµj,n(A′)fµ,λ 6= 0

where A′ = A ∩ (j..n). Choose the greatest such j, so that Proposition 4.2 applied
to A′ shows that Sµj,n(A′)fµ,λ is a non-zero U(n − 1)-high weight vector of weight
ν ′ = (µ1, . . . , µj − 1, . . . , µn−1). Then µj > λj+1. On the other hand, j 6∈ A implies
Cµ(i, j) = 0. So Ri(λ) meets Rj(λ). Hence, there is a B-chain from i to j which forces
µj = λj+1 since ν is allowable. The contradiction obtained completes the proof.

Finally, we need to prove the converse to the Main Theorem.

5.6. Theorem. Let λ ∈ Λ+(n) be a p-restricted weight that is not GJS. Then, the
restriction of Ln(λ) to U(n− 1) is not semisimple.

Proof. The idea here is as follows: using the argument in the proof of Theorem 5.5
we will construct an operator T ∈ U−(n) such that Tfλ is a non-zero U(n − 1)-high
weight vector of weight µ, where the Fµ,λ-coefficient of T when written in terms of the
PBW basis is zero. This will show that Ln(λ) does not have semisimple restriction to
U(n − 1) because of Proposition 3.8(iv). The argument is quite long, so we break it
into a number of steps.

Step one. We can find rows i < j such that Ri(λ) meets Rj(λ) but there is no
B-chain from i to j. That is, we can find nodes (i, a) and (j, b) in [λ] such that

(1) 1 ≤ i < j < n, λi+1 < a ≤ λi and λj+1 < b ≤ λj ;
(2) resp(i, a) = resp(j, b);
(3) there is no B-chain from i to j.

We wish to choose (i, a) to be maximal with respect to the lexicographic ordering on
N×N such that (1)–(3) hold for some (j, b). That is, for every node (i′, a′) with either
i′ > i or i′ = i, a′ > a, there is no node (j′, b′) such that (1)–(3) hold for (i′, a′) and
(j′, b′).

We now define µ ←− λ as follows. First, let µ1 = λ1, . . . , µi−1 = λi−1 and µi =
a− 1, µj = b. The remaining µk for i < k < n, k 6= j are defined by

µk =


λk+1 if there is a B-chain from i to k,
λk+1 if k > j and there is a B-chain from j to k,
λk otherwise.

Suppose µ is in level l. Let µ(0) = (λ1, . . . , λn−1), and define µ(s) for l ≥ s > 0
inductively by choosing k to be maximal such that the kth row of µ is different from
the kth row of µ(s − 1) and letting µ(s) equal µ(s − 1) with one extra node removed
from this kth row.

Step two. We wish to prove by induction on s that µ(s) norm←− λ. This is clear for
s = 0, so consider µ(s + 1) assuming by induction that µ(s) norm←− λ. The argument
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proceeds as in the proof of Theorem 5.5. For convenience, let ν = µ(s + 1), γ = µ(s)
and suppose ν is obtained from γ by removing one node from the kth row. Note that
by the construction in step one, if k < j then either k = i or there is a B-chain from i
to k, and if k > j then there is a B-chain from either i or j to k.

Let B = Bγ,λ(k, n). We claim that B ⊆ C γ(k, n). Take any h ∈ B. Then h > k
since λ is p-restricted. If h is not a removable row for λ, then Bγ,λ(k, h) = Cγ(k, h)
and h ∈ C γ(k, n). So we may assume that h is a removable row for λ. We show
first that there is a B-chain from k to h; this is immediate if λk = γk, since then
0 = Bγ,λ(k, h) = Bλ(k, h). If λk 6= γk, Bγ,λ(k, h) = 0 implies that (k, γk + 1) has the
same p-residue as (h, λh+1 + 1). In other words, Rk(λ) meets Rh(λ), so the required
B-chain from k to h exists by the maximality assumption on (i, a). In particular, this
shows that h 6= j – for if h = j, then k < j so there is a B-chain from i to k (or i = k)
and from k to j, but by assumption there is no B-chain from i to j. Consequently, there
is a B-chain from either i or j to k (or k = i or j) and from k to h, so by the construction
in step one, γh = λh+1. So, Bγ,λ(k, h) = h−k+γk−λh+1 = h−k+γk−γh = Cγ(k, h),
and h ∈ C γ(k, n). This proves the claim.

Set A = (k..n) \ B. Then, as B ⊆ C γ(k, n), Proposition 4.5 (taking θ to be the
identity and C := B) implies that Sγk,n(A)fγ,λ is a non-zero element of Ln(λ). We now
show that it is a U(n − 1)-high weight vector, so that ν norm←− λ as required. To prove
this, we use Proposition 4.2 to see that it suffices to show that Sγh,n(A∩ (h..n))fγ,λ = 0
for all k < h < n with h /∈ A. Well, take the largest h with k < h < n, h /∈ A
such that Sγh,n(A′)fγ,λ 6= 0 where A′ = A ∩ (h..n). Then, Proposition 4.2 applied
to A′ shows that Sγh,n(A′)fγ,λ is a non-zero U(n − 1)-high weight vector of weight
ν ′ = (γ1, . . . , γh−1, γh − 1, γh+1, . . . , γn−1), for some h > k. In particular, this means
h ∈ B must be a removable row for λ. But we proved in the previous paragraph
that for any removable row h ∈ B we have γh = λh+1 so ν ′ ←− λ is false, giving a
contradiction.

Step three. Now let γ = (µ1, . . . , µi−1, µi + 1, µi+1, . . . , µn−1) [that is, γ = µ(l− 1)].
By step two, fγ,λ ∈ Ln(λ). So there is an operator S ∈ U−(n) such that Sfλ = fγ,λ.
Moreover, we showed in step two that if B = Bγ,λ(i, n), A = (i..n) \ B, then j ∈ A
and Sγi,n(A)Sfλ is a non-zero high weight vector, so a non-zero multiple of fµ,λ.

We now claim that the Fµ,λ-coefficient of T := Sγi,n(A)S when written in terms
of the PBW basis is zero. This suffices to complete the proof of the theorem by
Proposition 3.8(iv).

For the claim, we may write S as a linear combination of monomials in the PBW ba-
sis of the form F

(Ni,i+1)
i,i+1 F

(Ni,i+2)
i,i+2 F

(Ni+1,i+2)
i+1,i+2 . . . F

(Ni,n)
i,n . . . F

(Nn−1,n)
n−1,n for non-negative in-

tegers Nh,k. By definition, Sγi,n(A) equals
∑

B⊆(i..n)

Hγ
i,n(A,B)FBi,n. So, no Fµ,λ-coefficient

arises from the PBW-expansion of each monomial in the product Sγi,n(A)S except pos-

sibly in the case B = ∅. But by Lemma 4.1, Hγ
i,n(A,∅) =

∏
d∈A

Cγ(i, d). As j ∈ A and

Cγ(i, j) = j − i + γi − γj = j − i + a − b = resp(j, b) − resp(i, a) = 0, this product is
zero, proving the claim.

Theorem 5.5 and Theorem 5.6, together with the remarks after Theorem 5.1, com-
plete the proof of the Main Theorem.
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6 Application: completely splittable representations

We define the notion of a completely splittable representation of GL(n) by analogy
with the definition for symmetric groups – see [K4]. Recall that a standard Levi
subgroup of GL(n) is a subgroup of the form GL(n1) × GL(n2) × · · · × GL(nk),
n = n1 + n2 + · · · + nk, embedded diagonally. A subgroup of GL(n) is called a
Levi subgroup if it is conjugate to a standard Levi subgroup. A rational irreducible
GL(n)-module is called completely splittable if its restriction to any Levi subgroup
is semisimple.

In this section, we will give a classification of all completely splittable represen-
tations. Of course, if p = 0, every rational irreducible GL(n)-module is completely
splittable, so we exclude the case p = 0 for the remainder of this section. We begin
with an elementary lemma.

6.1. Lemma. Let L be a rational irreducible GL(n)-module. Then L is completely
splittable if and only if resGL(n)

GL(m) L is semisimple for all m < n (the subgroup GL(m)
being embedded into the top left corner).

Proof. We consider a standard Levi subgroup H = GL(m) ×

(n−m) times︷ ︸︸ ︷
GL(1)× · · · ×GL(1).

Any (rational) irreducible H-module remains irreducible on restriction to GL(m) < H.
So if L is completely splittable then resGL(n)

GL(m) L is semisimple.
Conversely, assume this restriction is semisimple for all m < n. It suffices to prove

that resGL(n)
H L is semisimple for all standard Levi subgroups H = GL(n1) × · · · ×

GL(nk). Any subgroup GL(nj) appearing in this direct product is conjugate to the
subgroup GL(nj) embedded into the top left corner. So by assumption the restriction
to any such a subgroup is semisimple. Now the result follows from the following general
fact, proved for example in [K4], 1.6: let G1 and G2 be groups, G = G1 ×G2, F be an
algebraically closed field, and M be a finite dimensional FG-module such that resGGiM
is semisimple for i = 1, 2. Then M is semisimple. (The assumption that the Gi are
finite made in [K4], 1.6 was never used in the proof).

Now let λ = (λ1, . . . , λn) be an arbitrary dominant weight for GL(n). Let i be
the smallest removable row for λ and let j be the largest removable row for λ – so
1 ≤ i ≤ j < n. We define

ψn(λ) := j − i+ λi − λj+1.

Note this is just Bλ(i, j), but regarded now as an integer not as an element of Z/pZ.
If λ = cδ = (c, c, . . . , c) then there are no removable rows and we put ψn(λ) = 0.

The easiest way to compute ψn(λ) in practise is to first tensor with a power of
det (which does not affect ψn) to ensure that λn = 0. In that case, we regard λ as a
partition, and the number ψn(λ) is the length of a particular hook in the diagram [λ].
In fact, providing λn = 0, then ψn(λ) = χ(λ′) where χ is defined in [K4] and λ′ is the
transpose of the partition λ. For example, let λ = (9, 9, 5, 5, 4, 4, 2, 0, . . . , 0) ∈ Λ+(n)
with n ≥ 8. The boxes of the corresponding hook are marked with × in the following
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picture, and ψn(λ) = 14.

× × × × × × × × ×
×
×
×
×
×

On the other hand, if λ = (9, 9, 5, 5, 4, 4, 2) is a weight for GL(7), one should first
replace λ by (7, 7, 3, 3, 2, 2, 0) and then see that ψ7(λ) = 11.

The following theorem classifies all completely splittable representations:

6.2. Theorem. Let λ ∈ X+(n) be an arbitrary dominant weight with p-adic expansion
λ = λ(0) + pλ(1) + · · · + pdλ(d). Then Ln(λ) is completely splittable if and only if
ψn(λ(i)) ≤ p for all i = 0, 1, . . . , d.

Proof. We note that Theorem 5.1 implies that a Steinberg tensor product is com-
pletely splittable if and only if all the terms involved are completely splittable. So to
prove the theorem we need only consider the case that λ = (λ1, . . . , λn) is p-restricted.

We now proceed by induction on n. For n = 1 the result is trivial. Let n > 1. By
tensoring with det if necessary, we assume that λn = 0. The result is obvious if λ = 0,
so suppose also that λ 6= 0. Let i be the smallest removable row of λ, and let j be the
largest removable row, so that ψn(λ) = j− i+λi−λj+1. Our assumption that λn = 0
implies that λj+1 = 0.

Assume ψn(λ) ≤ p. Then λ is GJS (as (JS1) holds). So, by the Main Theorem,
resGL(n)

GL(n−1) Ln(λ) is semisimple with composition factors {Ln−1(µ) |µ allowable for λ}.
If µ is allowable for λ, ψn−1(µ) ≤ ψn(λ) + 1 with equality if and only if µi 6= λi and
µj 6= 0. If ψn(λ) = p, then there is a B-chain from i to j, so such a µ would not
be allowable. Consequently, ψn−1(µ) ≤ p for all allowable µ. So, by the induction
hypothesis, each Ln−1(µ) is completely splittable. Now it suffices to apply Lemma 6.1
to prove that Ln(λ) is completely splittable as required.

In the other direction, assume that ψn(λ) > p. If resGL(n)
GL(n−1) Ln(λ) is not semisim-

ple, we are done. Otherwise λ is GJS, and

resGL(n)
GL(n−1) Ln(λ) ∼=

⊕
µ allowable

Ln−1(µ)

(by the Main Theorem). So, by the inductive hypothesis and Lemma 6.1, it suf-
fices to show that ψn−1(µ) > p for some µ allowable for λ. If i = j, then p <
ψn(λ) = λi which contradicts the p-restrictedness of λ. Otherwise, note that µ =
(λ1, . . . , λj−1, 0, . . . , 0) ∈ Λ+(n−1) is allowable, and ψn−1(µ) = ψn(λ)−1. If ψn−1(µ) ≤
p we must have ψn−1(µ) = p and ψn(λ) = p + 1. But then Ri(λ) meets Rj(λ), and
there is no B-chain from i to j, which contradicts the fact that λ is GJS.

We call the weight λ ∈ X+(n) completely splittable if it satisfies the combina-
torial condition in Theorem 6.2. Of course, the theorem shows that λ is completely
splittable if and only if Ln(λ) is completely splittable.
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In [MP], Mathieu and Papadopoulo have given a character formula for modules
Ln(λ) with λ completely splittable. As a consequence of their character formula, they
were able to show that these modules are completely splittable, giving an alternative
proof of the implication (⇐) in Theorem 6.2. Our methods also give the explicit
character formula for completely splittable representations obtained in [MP]. In our
notation, the result is as follows:

6.3. Theorem. Let λ ∈ Λ+(n) be completely splittable. For µ ∈ Λ(n), the dimension
of the µ-weight space of Ln(λ) is equal to the number of standard λ-tableaux t of weight
µ, satisfying the extra condition (†) that shape(t[m]) is allowable for shape(t[m + 1])
for m = n− 1, n− 2, . . . , 1.

Proof. Note that if t is a standard λ-tableau with shape(t[m+1]) completely splittable
and shape(t[m]) is allowable for shape(t[m + 1]) for some m, then shape(t[m]) is also
completely splittable by the argument of Theorem 6.2 – so the condition (†) makes
sense.

The argument now is the same as the proof of the standard basis theorem given
in the appendix. Arguing as there, using the Main Theorem and Lemma 3.6, one
can conclude that if µ(i) is normal for λ, then Li/Li−1 ∼= Ln−1(µ(i)) (notation as
in Lemma 3.6). Then, induction on n yields that the set of Ftfλ for all standard
λ-tableaux t satisfying (†) is a basis for Ln(λ). This stronger statement immediately
implies the character formula as stated.

We conclude by describing an equivalent condition to (†) in the p-restricted case.
Fix λ ∈ Λ+(n) with λ both p-restricted and completely splittable. We define a p-hook
to be a pair of nodes (i, j) and (i′, j′) in [λ] with i − j + p − 1 = i′ − j′. We refer to
(i, j) as the top-right node in the p-hook, and (i′, j′) as the bottom-left node. Given a
standard λ-tableau t, we say a p-hook is bad (in t) if

(1) the entry in the top-right node of the hook is strictly larger than the entry in
the bottom-left node;

(2) no entry in the column containing the bottom-left node is equal to the entry in
the top-right node.
We claim that if t is a standard λ-tableau, with λ p-restricted and completely splittable,
then the condition (†) of Theorem 6.3 is equivalent to the condition that there are no
bad p-hooks in t. To prove this, first observe, by Theorem 6.2 and the definition of
ψn(λ), that shape(t[n− 1]) is allowable for λ if and only if there is no bad p-hook in t
with top right entry equal to n. Now by induction, the condition (†) holds for t[n− 1]
if and only if there is no bad p-hook in t[n− 1], which is if and only if there is no bad
p-hook in t with top right entry at most n − 1. The claim follows immediately from
these two statements.

So, by the claim, the dimension of the µ-weight space of Ln(λ) is equal to the
number of standard λ-tableaux t of weight µ, containing no bad p-hooks.

6.4. Example. Let p = 3, n = 4, λ = (3, 2, 1, 1), µ = (2, 1, 2, 2). Note that ψ4(λ) =
3, so λ is completely splittable. The standard λ-tableaux of weight µ are just the



Semisimple restrictions 25

following:
1 1 4
2 3
3
4

1 1 3
2 4
3
4

Of these, the first contains a bad p-hook (namely, the nodes (1, 3), (2, 2)), and the
second does not. Thus, the µ-weight space of Ln(λ) is one dimensional.

Appendix: a short proof of the straightening rule

We were unable to find a suitable reference for the straightening rule used in section
2, so include here a short proof based on [J2], Satz II.6. We take our notation from
(2.1). The standard basis theorem and the straightening rule will follow easily from
the following lemma.

A.1 Lemma. For λ ∈ X+(n), the module ∆n(λ) is generated as a U−(n− 1)-module
by

G :=
{
F

(a1)
1,n . . . F

(an−1)
n−1,n eλ

∣∣ 0 ≤ ai ≤ λi − λi+1 for i = 1, . . . , n− 1
}
.

Proof. By the PBW basis,

∆n(λ) = U−(n)eλ =
∑

b1,...,bn−1≥0

U−(n− 1)F (b1)
1,n . . . F

(bn−1)
n−1,n eλ.

So we need to show that F (b1)
1,n . . . F

(bn−1)
n−1,n eλ lies in the U−(n− 1)-submodule generated

by G , for any integers b1, . . . , bn−1 ≥ 0. To prove this, we use induction on the
tuple (b1, . . . , bn−1), ordered lexicographically, the conclusion being immediate if bi ≤
λi − λi+1 for all i. So take a tuple (b1, . . . , bn−1) with bi > λi − λi+1 for some i.

We need the commutator formula

F
(bi)
i,n F

(bi+1)
i+1,n = F

(bi+bi+1)
i+1,n F

(bi)
i,i+1 −

bi∑
j=1

F
(j)
i,i+1F

(bi−j)
i,n F

(bi+1+j)
i+1,n

derived in the proof of [J2], Satz II.6. To prove this, observe that the subalgebra
generated by {F (j)

i,i+1, F
(j)
i+1,n | j ≥ 0} is a copy of U−(3), so it suffices to prove the

following identity in U−(3,Z):

F
(r+s)
2,3 F

(r)
1,2 =

r∑
j=0

F
(j)
1,2F

(r−j)
1,3 F

(s+j)
2,3 .

For this, we work in the ring of formal power series U−(3,Z)[[u, v]]. If t = u, v or
uv and i > j, yi,j(t) denotes 1 + tXj,i + · · · + tr

Xr
j,i

r! + . . . in U−(3,Z)[[u, v]]. By [St],
Lemma 15, we have the identity y2,3(v)y1,2(u) = y1,2(u)y1,3(uv)y2,3(v) and the required
formula follows by equating urvr+s-coefficients.
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Next note, by considering the action of SL(2), that F (bi)
i,i+1eλ = 0 as, by assumption,

bi > λi − λi+1. Combining this with the commutator formula from the previous
paragraph, we deduce

F
(b1)
1,n . . . F

(bn−1)
n−1,n eλ = −

bi∑
j=1

F
(j)
i,i+1F

(b1)
1,n . . . F

(bi−j)
i,n F

(bi+1+j)
i+1,n . . . F

(bn−1)
n−1,n eλ.

All the terms on the right hand side involve tuples strictly lower than (b1, . . . , bn−1)
in the lexicographic order, so lie in the U−(n − 1)-submodule generated by G by the
induction hypothesis.

As in (2.2), we write µ←− λ if λ = (λ1, . . . , λn) ∈ X+(n) and µ = (µ1, . . . , µn−1) ∈
X+(n− 1) for some n > 1, satisfying the condition λi+1 ≤ µi ≤ λi for i = 1, . . . , n− 1.
Recall given µ ←− λ that Fµ,λ := F

(λ1−µ1)
1,n . . . F

(λn−1−µn−1)
n−1,n . In this notation, Lemma

A.1 says that ∆n(λ) is generated by {Fµ,λeλ | µ←− λ}.

A.2 Proposition. Take λ ∈ X+(n) and fix an ordering µ(1), . . . , µ(N) of the weights
{µ ←− λ} such that µ(i) > µ(j) implies i < j. For 1 ≤ i ≤ N , let ∆i be the
U−(n− 1)-module of ∆ = ∆n(λ) generated by {Fµ(j),λeλ | j ≤ i}. Then,

(0) = ∆0 ⊂ ∆1 ⊂ · · · ⊂ ∆N = ∆

is a filtration of ∆ as a U(n − 1)-module with ∆i/∆i−1 ∼= ∆n−1(µ(i)). Moreover, the
image of Fµ(i),λeλ in ∆i/∆i−1 is a U(n− 1)-high weight vector.

Proof. We first claim that each ∆i is U(n−1)-stable and that the image of Fµ(i),λeλ in
∆i/∆i−1 is a (possibly zero) U(n− 1)-high weight vector. We prove this by induction
on i, so take i with 1 ≤ i ≤ N and assume by induction that ∆i−1 is U(n− 1)-stable
(which is obvious in the case i = 1). Our assumptions imply that µ(i) is maximal with
respect to the dominance ordering amongst {µ(j) | j ≥ i}. But ∆/∆i−1 is generated
as a U−(n− 1)-module by {Fµ(j),λeλ + ∆i−1 | j ≥ i}, so the image of Fµ(i),λeλ is either
zero or a vector of maximal weight in ∆/∆i−1. The claim follows.

Now note that ∆N = ∆ by Lemma A.1. So, we have constructed a filtration of ∆
as a U(n − 1)-module, where the factors are high weight modules. In particular, the
dimension of ∆ is at most

∑
µ←−λ dim ∆n−1(µ), with equality if and only if ∆i/∆i−1

equals the universal high weight module ∆n−1(µ(i)) for all i, which is what we want
to prove. But now a calculation using Weyl’s dimension formula shows that equality
does indeed hold.

We introduce some new notation, which is a variant on the Gelfand-Zetlin patterns
of [GZ]. We write µ ⊂ λ if λ = (λ1, . . . , λm) ∈ X(m) and µ = (µ1, . . . , µm−1) ∈ X(m−
1) for some m > 1, satisfying the condition µi ≤ λi for i = 1, . . . ,m−1. For λ ∈ X(n),
a λ-chain is a chain C = (C(1) ⊂ C(2) ⊂ · · · ⊂ C(n)) of weights with C(n) = λ [so
C(i) ∈ X(i) for each i]. A weight chain is simply a λ-chain for some λ. The weight
chain (C(1) ⊂ · · · ⊂ C(n)) is standard if in fact C(1) ←− C(2) ←− . . . ←− C(n) [so
C(i) ∈ X+(i) for each i].

Given µ ⊂ λ, with λ ∈ X(m), define Fµ,λ := F
(λ1−µ1)
1,m . . . F

(λm−1−µm−1)
m−1,m . Given a

weight chain C = (C(1) ⊂ · · · ⊂ C(n)), let FC := FC(1),C(2)FC(2),C(3) . . . FC(n−1),C(n).
Observe that {FC | for fixed λ ∈ X(n) and all λ-chains C} is precisely our usual PBW
basis for U−(n) in this new notation.
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A.3 Theorem (The standard basis theorem). Fix λ ∈ X+(n). The set

{FCeλ | for all standard λ-chains C}

is a basis for ∆n(λ).

Proof. Induction on n using Proposition A.2.

We now want to prove the straightening rule, which describes how FCeλ for an
arbitrary monomial FC in the PBW basis for U−(n) expands in terms of the standard
basis for ∆n(λ). There is a natural partial order on weight chains. Given chains
C = (C(1) ⊂ · · · ⊂ C(n)) and D = (D(1) ⊂ · · · ⊂ D(n)), we write C ≤ D if either
C(i) = D(i) for all i, or C(n) = D(n), . . . , C(i + 1) = D(i + 1) and C(i) < D(i) for
some i. We call this the dominance order on weight chains.

A.4 Theorem (The straightening rule). Fix λ ∈ X+(n) and let ∆ = ∆n(λ).
Given an arbitrary λ-chain C, the vector FCeλ can be expanded uniquely as a lin-
ear combination of basis elements FDeλ for standard λ-chains D satisfying D ≥ C in
the dominance order on λ-chains.

Proof. Given µ ←− λ, let ∆µ be the U−(n − 1)-submodule of ∆ generated by
{Fν,λeλ | ν ←− λ, ν ≥ µ} and let ∆′µ be the U−(n − 1)-submodule of ∆ generated
by {Fν,λeλ | ν ←− λ, ν > µ}. Choosing the ordering of {µ←− λ} suitably in Proposi-
tion A.2, we see that ∆µ is spanned by basis elements FDeλ for all standard λ-chains
D = (D(1)←− . . .←− D(n)) with D(n− 1) ≥ µ.

As ∆ is generated as a U−(n−1)-module by {Fν,λeλ |ν ←− λ} by Proposition A.2,
FC(n−1),C(n)eλ lies in the sum of the modules ∆ν for ν ←− λ, ν ≥ C(n − 1). So, we
can expand FCeλ as a linear combination of terms FDeλ for standard λ-chains D with
D(n− 1) ≥ C(n− 1). If D(n− 1) 6= C(n− 1), then D > C as required.

So we need to consider terms in the expansion with D(n − 1) = C(n − 1). This
implies in particular that C(n−1)←− λ, so letting µ = C(n−1), FCeλ lies in ∆µ and
its image in ∆µ/∆′µ ∼= ∆n−1(µ) is the vector FC′eµ where eµ is the image of Fµ,λeλ and
C ′ is the µ-chain (C(1) ⊂ · · · ⊂ C(n−1)). By induction on n, we can expand FC′eµ as
a linear combination of terms FD′eµ for µ-chains D′ satisfying D′ ≥ C ′. Hence, FCeλ
can be expanded as required modulo ∆′µ. But ∆′µ is spanned by basis elements of the
form FDeλ where the chain D = (D(1)←− . . .←− D(n)) satisfies D(n−1) > C(n−1),
so again D > C, and the result follows.

To obtain the standard basis theorem and straightening rule as described in (2.3),
it just remains to translate between the notation of weight chains and the tableaux
notation of (2.2). If λ ∈ Λ+(n), the map t 7→ (shape(t[1]) ⊂ shape(t[2]) ⊂ · · · ⊂
shape(t[n])) gives a injection from the set of row standard λ-tableau with entries in
the ith row at least i into the set of λ-chains. It induces a bijection between standard λ-
tableaux and standard λ-chains. Given this, it is straightforward to translate between
the two notations.
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