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Abstract. We prove that the center of each degenerate cyclotomic
Hecke algebra associated to the complex reflection group of type Bd(l)
consists of symmetric polynomials in its commuting generators. The
classification of the blocks of the degenerate cyclotomic Hecke algebras
is an easy consequence. We then apply Schur-Weyl duality for higher
levels to deduce analogous results for parabolic category O for the Lie
algebra gln(C).

1. Introduction

Let R be a fixed commutative ground ring. Recall from [D] that the
degenerate affine Hecke algebra Hd is the R-algebra which is equal as an
R-module to the tensor product R[x1, . . . , xd] ⊗R RSd of the polynomial
algebra R[x1, . . . , xd] and the group algebra RSd of the symmetric group
Sd. Multiplication is defined so that R[x1, . . . , xd] (identified with the sub-
space R[x1, . . . , xd]⊗ 1) and RSd (identified with the subspace 1⊗RSd) are
subalgebras, and in addition

sixi+1 = xisi + 1,

sixj = xjsi (j 6= i, i + 1),

where si denotes the basic transposition (i i+1) ∈ Sd. It is known by
[L, Theorem 6.5] that the center Z(Hd) of Hd consists of all symmetric
polynomials in the (algebraically independent) generators x1, . . . , xd.

Given in addition a monic polynomial f(x) = xl + c1x
l−1 + · · ·+ cl ∈ R[x]

of degree l ≥ 1, the degenerate cyclotomic Hecke algebra Hf
d is the quotient

of Hd by the two-sided ideal generated by f(x1). We refer to l here as
the level. Since we seldom mention Hd itself again, it should not cause
confusion to also use the notation x1, . . . , xd for the canonical images of the
polynomial generators of Hd in the quotient Hf

d . For example, if f(x) = x

then Hf
d can be identified simply with the group algebra RSd, and under

this identification we have that

xi =
i−1∑
j=1

(j i) ∈ RSd,
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the Jucys-Murphy elements. In this case, it has long been known (see [Ju] or
[M, 1.9]) that the center of RSd again consists of all symmetric polynomials
in x1, . . . , xd, though of course these generators are no longer algebraically
independent. In other words, the canonical homomorphism Hd � RSd

maps Z(Hd) surjectively onto Z(RSd). Our first result proves the analogous
statement for the quotient map Hd � Hf

d in general.

Theorem 1. The center of Hf
d consists of all symmetric polynomials in

x1, . . . , xd. Moreover, Z(Hf
d ) is free as an R-module with an explicit basis

parametrized by all l-multipartitions of d.

For the first application, specialize to the case that R = F is an alge-
braically closed field. We say that two irreducible modules L and L′ belong
to the same block if they are linked by a chain L = L0, L1, . . . , Ln = L′ of
irreducible modules such that there is a non-split extension between Li−1

and Li for each i = 1, . . . , n. For modules over a finite dimensional algebra
like Hf

d , this is equivalent to the property that L and L′ have the same
central character. So, on combining Theorem 1 with the existing theory,
we obtain the classification of the blocks of the degenerate cyclotomic Hecke
algebras1. The conclusion is exactly as claimed in Grojnowski’s unpublished
note [G]; see §4 below for the precise statement. Unfortunately, as has been
pointed out by Anton Cox, the argument given there is incomplete, so this
fills a gap in the literature2. Actually, [G] was mainly concerned with cy-
clotomic Hecke algebras (not their rational degenerations). For these, it has
also long been expected that the center consists of all symmetric polynomi-
als in the Jucys-Murphy elements, but we still do not know how to prove
this. Nevertheless, Lyle and Mathas [LM] have recently managed to solve
the problem of classifying the blocks of the cyclotomic Hecke algebras too,
using the analogue of Jantzen’s sum formula for cyclotomic q-Schur algebras
from [JM].

Now we further specialize to the case that F = C. Let µ = (µ1, . . . , µl)
be an l-tuple of positive integers summing to n. Let g = gln(C) and let p
be the standard parabolic subalgebra with block diagonal Levi subalgebra
h = glµ1

(C)⊕ · · · ⊕ glµl
(C). Let Oµ be the category of all finitely generated

g-modules which are locally finite as p-modules and integrable as h-modules,
i.e. they lift to rational representations of H = GLµ1(C) × · · · × GLµl

(C).
This is the usual parabolic analogue of the BGG category O, except that

1In an earlier version of this article, we also explained that Theorem 1 implies the fol-
lowing assertion describing the blocks of degenerate affine Hecke algebras: two irreducible
Hd-modules belong to the same block if and only if they have the same central character.
However, Iain Gordon has pointed out that this already follows directly by a general result
of Müller [BG, III.9.2], since Hd is finite as a module over its center.

2The same mistake also appears in the proof of [BK1, Corollary 8.13] dealing with the
twisted case. In the degenerate case in that setting, the appropriate analogue of Theorem
1 needed to fill the gap has recently been announced by Ruff [R] for all odd levels. In level
one the result already appears in [BK2, Theorem 3.2].
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we are only allowing modules with integral weights/central characters. The
category Oµ decomposes as

Oµ =
⊕

ν

Oµ
ν

where the direct sum is over integral central characters ν : Z(g) → C of
the universal enveloping algebra U(g), and Oµ

ν is the full subcategory of Oµ

consisting of modules with generalized central character ν. Our next result,
also ultimately a consequence of Theorem 1, is an essential ingredient in both
of the articles [B2] and [S], which give quite different (and independent)
proofs of a conjecture of Khovanov [Kh, Conjecture 3]. Recall that the
center Z(C) of an additive category C is the commutative ring consisting of
all natural transformations from the identity functor to itself. For example,
if C is the category of finite dimensional modules over a finite dimensional
algebra C, then Z(C) is canonically isomorphic to the center of the algebra
C itself.

Theorem 2. For any integral central character ν, the natural map

mµ
ν : Z(g)→ Z(Oµ

ν )

sending z ∈ Z(g) to the natural transformation defined by left multiplica-
tion by z is a surjective algebra homomorphism. Moreover, the dimension
of Z(Oµ

ν ) is the same as the number of isomorphism classes of irreducible
modules in Oµ

ν .

The category Oµ
ν is equivalent to the category of finite dimensional mod-

ules over a finite dimensional algebra, e.g. one can take the endomorphism
algebra of a minimal projective generator. Hence, two irreducible modules
in Oµ

ν belong to the same block if and only if they have the same central
character with respect to Z(Oµ

ν ). By definition, all irreducible modules in
Oµ

ν have the same central character with respect to Z(g). So Theorem 2 im-
plies that all the irreducible modules in Oµ

ν belong to the same block. This
proves that the above decomposition of Oµ (defined by central characters
with respect to Z(g)) coincides with its decomposition into blocks (defined
by linkage classes of irreducible modules). This coincidence is a special fea-
ture of type A. For an arbitrary semisimple Lie algebra and any parabolic
subalgebra, [Ja, Corollar 4] (proved using the sum formula from [Ja, Satz 2])
implies for any regular integral central character ν : Z(g)→ C that the full
subcategory of parabolic category O consisting of modules with generalized
central character ν is always a single block. However, for singular integral
central characters in types other than type A, Platt [P] has given counterex-
amples showing that the subcategory defined by the given central character
can decompose as a sum of more than one block in general; for types B and
C one can already find such examples in [ES].
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The remainder of the article is organized as follows. There is a natural
filtration on the algebra Hf

d with respect to which the associated graded al-
gebra gr Hf

d is the twisted tensor product of the level l truncated polynomial
algebra R[x1, . . . , xd]/(xl

1, . . . , x
l
d) by the group algebra RSd of the symmet-

ric group. In section 2, we compute the center of this associated graded
algebra directly, giving the crucial upper bound on the size of Z(Hf

d ) since
we obviously have that grZ(Hf

d ) ⊆ Z(grHf
d ). There are then several differ-

ent ways to show that this upper bound is actually attained. The approach
followed in section 3 is to simply write down enough linearly independent
central elements in Hf

d . This has the advantage of yielding at the same
time an explicit basis for Z(Hf

d ) which is a generalization of Murphy’s basis
for Z(RSn) constructed in the proof of [M, 1.9]. In section 4, we discuss
the classification of the blocks of Hf

d in more detail. In particular we com-
pute the dimension of the center of each block, refining Theorem 1 which
gives the dimension of the center of the whole algebra. Finally in section 5
we deduce the results about parabolic category O by exploiting the Schur-
Weyl duality for higher levels from [BK3], which reduces many questions
about the category Oµ to the degenerate cyclotomic Hecke algebras Hf

d for
f(x) = (x− µ1) · · · (x− µl).

Acknowledgements. Thanks go to Brian Boe, Alexander Kleshchev and
Victor Ostrik for helpful discussions, Iain Gordon for pointing out Müller’s
theorem, and Jim Humphreys for the reference to Jantzen’s paper mentioned
above.

2. The center of the associated graded algebra

We fix an integer l ≥ 1 and a commutative ring R. Let Rl[x1, . . . , xd]
denote the level l truncated polynomial algebra, that is, the quotient of the
polynomial algebra R[x1, . . . , xd] by the relations xl

1 = · · · = xl
d = 0. The

symmetric group Sd acts on Rl[x1, . . . , xd] by algebra automorphisms so that
w · xi = xwi for each i and w ∈ Sd. We view the resulting twisted tensor
product algebra Rl[x1, . . . , xd] o©RSd as a graded algebra with each xi in
degree 1 and all elements of Sd in degree 0. The goal in this section is to
compute the center of this algebra explicitly. We remark that the algebra
Rl[x1, . . . , xd] o©RSd can be viewed as a degeneration of the group algebra
R(Cl o Sd) of the wreath product of the symmetric group and the cyclic
group of order l. It is well known that the conjugacy classes of Cl o Sd are
parametrized by certain multipartitions; see [Mac, p.170] or [W]. With this
in mind the results in this section should not be too surprising.

Let Qd denote the centralizer of Rl[x1, . . . , xd] in Rl[x1, . . . , xd] o©RSd.
The symmetric group Sd acts on Qd by conjugation, i.e. w · z = wzw−1.
It is obvious that the center of Rl[x1, . . . , xd] o©RSd is just the set of fixed
points:

Z(Rl[x1, . . . , xd] o©RSd) = QSd
d .
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We are going first to describe an explicit basis for Qd from which it will be
easy to determine the Sd-fixed points, hence the center.

For r ≥ 0 and any set I = {i1, . . . , ia} of a distinct numbers chosen from
{1, . . . , d}, let

hr(I) = hr(i1, . . . , ia) :=
∑

0≤r1,...,ra<l
r1+···+ra=(a−1)(l−1)+r

xr1
i1
· · ·xra

ia
∈ Rl[x1, . . . , xd],

the ((a − 1)(l − 1) + r)th complete symmetric function in the variables
xi1 , . . . , xia . By the pigeonhole principle, hr(I) is zero if r ≥ l, and moreover
hl−1(I) = xl−1

i1
· · ·xl−1

ia
.

Lemma 2.1. Let I, J be any two subsets of {1, . . . , d} with c = |I ∩ J | > 0.
For any r, s ≥ 0, we have that hr(I)hs(J) = lc−1hr+s+(c−1)(l−1)(I ∪ J).

Proof. Suppose first that I = {i1, . . . , ia, k} and J = {j1, . . . , jb, k} with
I ∩ J = {k}. Then we have that

hr(I)hs(J) =
∑

r1,...,ra
s1,...,sb

xr1
i1
· · ·xra

ia
x

a(l−1)+r−r1−···−ra

k xs1
j1
· · ·xsb

jb
x

b(l−1)+s−s1−···−sb

k

=
∑

r1,...,ra
s1,...,sb

xr1
i1
· · ·xra

ia
xs1

j1
· · ·xsb

jb
x

(a+b)(l−1)+r+s−r1−···−ra−s1−···−sb

k

= hr+s(I ∪ J).

This proves the lemma in the case c = 1. Next we take i 6= j and note that

h0(i, j)h0(i, j) =
∑
r,s

xr
i x

l−1−r
j xs

jx
l−1−s
i

=
∑
r,s

xl−1+r−s
i xl−1+s−r

j = lxl−1
i xl−1

j = lhl−1(i, j).

Finally take I = {i1, . . . , ia, k1, . . . , kc}, J = {j1, . . . , jb, k1, . . . , kc} for c ≥ 2
and assume that I ∩ J = {k1, . . . , kc}. Using the preceeding two formulae,
we get that

hr(I)hs(J) = hr(i1, . . . , ia, k1)h0(k1, k2) · · ·h0(kc−1, kc)

× h0(k1, k2) · · ·h0(kc−1, kc)hs(j1, . . . , jb, k1)

= lc−1hr+s+(c−1)(l−1)(i1, . . . , ia, j1, . . . , jb, k1, . . . , kc)

= lc−1hr+s+(c−1)(l−1)(I ∪ J).

This is what we wanted.

Now let A = (i1 · · · ia) be an a-cycle in Sd. Write hr(A) for hr(i1, . . . , ia).
Given another cycle B = (j1 · · · jb), write A ∪ B and A ∩ B for the sets
{i1, . . . , ia} ∪ {j1, . . . , jb} and {i1, . . . , ia} ∩ {j1, . . . , jb}, respectively. Let

A(r) := hr(A)A ∈ Rl[x1, . . . , xd] o©RSd,
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which we call a cycle of color r. As before, we have that A(r) = 0 for r ≥ l,
so we need only consider colors from the set {0, 1, . . . , l − 1}. In the case of
1-cycles, we have that (i)(r) = xr

i , so 1-cycles of color 0 are trivial.

Lemma 2.2. Let r, s ≥ 0 be colors and A and B be cycles in Sd. Let
c = |A ∩B|.

(i) If c = 0 then A(r)B(s) = B(s)A(r), i.e. disjoint colored cycles com-
mute.

(ii) If c = 1 (in which case the product AB is a single cycle) then

A(r)B(s) = (AB)(r+s).

(iii) If c ≥ 2 then

A(r)B(s) = δr+s,0l
c−1h(c−1)(l−1)(A ∪B)AB.

Proof. (i) Obvious.
(ii) Say A = (i1 · · · ia k) and B = (j1 · · · jb k). By Lemma 2.1, we have

that

A(r)B(s) = hr(i1, . . . , ia, k)Ahs(j1, . . . , jb, k)B

= hr(i1, . . . , ia, k)hs(j1, . . . , jb, i1)AB

= hr+s(i1, . . . , ia, j1, . . . , jb, k)AB = (AB)(r+s)

as required.
(iii) Arguing exactly as in (ii), we get that

A(r)B(s) = lc−1hr+s+(c−1)(l−1)(A ∪B)AB.

Now observe that hr+s+(c−1)(l−1)(A ∪B) is zero unless r + s = 0.

Now we are going to consider products of colored cycles. Using Lemma 2.2,
it is easy to see that any such product is either zero or else it can be rewrit-
ten as some power of l times a product of disjoint colored cycles, meaning
a product A

(r1)
1 · · ·A(rm)

m where A1, . . . , Am are disjoint cycles in Sd and
0 ≤ r1, . . . , rm < l are some colors. Moreover, two such products of disjoint
colored cycles are equal if and only if one can be obtained from the other by
reordering the disjoint colored cycles and adding/removing some 1-cycles of
color 0. For example,

(1 2 3)(4)(7 9 2)(1) = ((1 2 3)(7 9 2))(5) = (1 2 7 9 3)(5) = (1 2 7 9 3)(5)(4)(0),

(1 2 3)(4)(7 9 2 1)(1) = 0 = (1 2 3)(0)(7 9 3 2 1)(0) (assuming l > 1),

(1 2 3)(0)(7 9 2 1)(0) = l(x1x2x3x7x9)l−1(1 2 3)(7 9 2 1) = l(1 7 9 3)(l−1)(2)(l−1).

Theorem 2.3. The set of all products of disjoint colored cycles is a basis
for Qd. In particular, it is a free R-module of rank∑ d!

r1!r2! · · ·

(
l

1

)r1
(

l

2

)r2

· · ·

summing over all partitions (1r12r2 · · · ) of d.
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Proof. Observe by applying Lemma 2.2 with B(s) = (i)(1) = xi that
every colored cycle A(r) belongs to the algebra Qd. Hence all products of
colored cycles belong to Qd. Moreover, any product of colored cycles is a
linear combination of products of disjoint colored cycles, and the set of all
products of disjoint colored cycles is linearly independent. It just remains
to show that Qd is spanned by all products of colored cycles.

Suppose to start with that A = (i1 · · · ia) is an a-cycle in Sd and that

z =
∑

0≤r1,...,ra<l
r1+···+ra=k

cr1,...,rax
r1
i1
· · ·xra

ia
A

is a non-zero homogeneous element of Qd of degree k ≥ 0 for some coefficients
cr1,...,ra ∈ R. We claim that z is a scalar multiple of A(r) for some 0 ≤ r < l
(in which case k = (a − 1)(l − 1) + r). To see this, equating coefficients of
xr1

i1
· · ·xrj+1

ij
· · ·xra

ia
A in the equation xijz = zxij gives that

cr1,...,rj ,rj+1,...,ra = cr1,...,rj+1,rj+1−1,...,ra

whenever rj < l − 1 for some j = 1, . . . , a − 1, interpreting the right hand
side as zero in case rj+1 = 0. If k = (a−1)(l−1)+r for 0 ≤ r < l, we deduce
from this that all the coefficents cr1,...,ra are equal to cl−1,...,l−1,r, hence z is
a scalar multiple of A(r). Otherwise, we can write k = m(l − 1) + r for
some m ≤ a − 2 and 0 ≤ r < l − 1 and get that all the coefficients cr1,...,ra

are equal to cl−1,...,l−1,r,0,0,...,0 = cl−1,...,l−1,r+1,−1,0,...,0 = 0, contradicting the
assumption that z 6= 0.

Now take an element fw ∈ Qd for w ∈ Sd and a homogeneous poly-
nomial f ∈ Rl[x1, . . . , xd]. Write w = A1 · · ·Am as a product of disjoint
cycles, none of which are 1-cycles. We show by induction on m that fw is
a linear combination of products of colored cycles. The base case m = 0
is clear as then w = 1. For the induction step, suppose that m ≥ 1 and
Am = (i1 · · · ia). Let I = {i1, . . . , ia} and J = {1, . . . , d} \ I. We can write
f =

∑t
s=1 fsgs for homogeneous polynomials f1, . . . , ft ∈ Rl[xi | i ∈ I] and

linearly independent homogeneous polynomials g1, . . . , gt ∈ Rl[xj | j ∈ J ].
Equating coefficients of gsA1 · · ·Am−1 in the equations xifw = fwxi for
each i ∈ I, we deduce that each fsAm belongs to Qd. Hence by the previous
paragraph each fsAm is a scalar multiple of A

(r)
m for some 0 ≤ r < l − 1.

This shows that fw =
∑l−1

r=0 hrA1 · · ·Am−1A
(r)
m for homogeneous polyno-

mials hr ∈ Rl[xj | j ∈ J ]. Equating coefficients of A
(r)
m in the equations

xjfw = fwxj for each j ∈ J , we deduce that each hrA1 · · ·Am−1 belongs
to Qd. Hence by the induction hypothesis each hrA1 · · ·Am−1 is a linear
combination of products of colored cycles. Hence fw is too.

Finally take an arbitrary homogeneous element
∑

w∈Sd
fww ∈ Qd, for

polynomials fw ∈ Rl[x1 . . . , xd]. We have for each i that
∑

w∈Sd
xifww =∑

w∈Sd
xwifww. Equating coefficients gives that xifww = xwifww = fwwxi

for each i and w. Hence each fww belongs to Qd. So by the previous
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paragraph each fww is a linear combination of products of colored cycles.
This completes the proof.

For a partition λ = (λ1 ≥ λ2 ≥ · · · ) we write |λ| for λ1 + λ2 + · · ·
and `(λ) for its length, that is, the number of non-zero parts. By an l-
multipartition of d we mean a tuple λ = (λ(1), λ(2), . . . , λ(l)) of partitions such
that |λ(1)|+ · · ·+ |λ(l)| = d. LetMd(l) denote the set of all l-multipartitions
of d. Given a product z = A

(r1)
1 · · ·A(rm)

m of disjoint colored cycles in Qd,
where each Ai is an ai-cycle, we can add extra 1-cycles of color 0 if necessary
to assume that a1 + · · · + am = d. Define the cycle type of z to be the
l-multipartition λ = (λ(1), . . . , λ(l)) of d defined by declaring that λ(r) is
the partition whose parts consist of all the ai such that ri = r − 1. For
λ = (λ(1), . . . , λ(l)) ∈ Md(l), let zd(λ) denote the sum of all products of
disjoint colored cycles in Qd of cycle type λ.

Theorem 2.4. The elements {zd(λ) | λ ∈ Md(l)} form a basis for the
center of Rl[x1, . . . , xd] o©RSd. In particular, Z(Rl[x1, . . . , xd] o©RSd) is a
free R-module of rank |Md(l)|.
Proof. As we remarked at the beginning of the section, the center of
Rl[x1, . . . , xd] o©RSd is the set of fixed points of Sd on Qd. Given a colored
cycle A(r) = (i1 · · · ia) and w ∈ Sd, we have that

w ·A(r) = (w ·A)(r) = (wi1 · · · wia)(r).

So the action of Sd on Qd is the linear action induced by a permutation
action on the basis from Theorem 2.3. It just remains to observe that two
products of disjoint colored cycles lie in the same Sd-orbit if and only if they
have the same cycle type, and the zd(λ)’s are simply the orbit sums.

Corollary 2.5. If d! is invertible in R then the center of Rl[x1, . . . , xd] o©RSd

is generated by the elements

zd(a(r)) :=
∑

all a-cycles A∈Sd

A(r)

for all 0 ≤ r < l and 1 ≤ a ≤ d.

Proof. Take a multipartition λ = (λ(1), . . . , λ(l)) ∈ Md(l). Consider the
product of the elements zd(a(r−1)) over all r = 1, . . . , l and all non-zero parts
a of λ(r). It gives an invertible scalar multiple of zd(λ) modulo lower terms.

In the remainder of the section, we are going to construct another basis for
Z(Rl[x1, . . . , xd] o©RSd) which is a generalization of the basis for the center
of RSn constructed by Murphy in the proof of [M, 1.9]. Given k ≥ 0 and
1 ≤ i ≤ d, write k = (a− 1)l + r for a ≥ 1 and 0 ≤ r < l, then set

yi(k) :=
∑

1≤i1,...,ia−1<i
i1,...,ia−1 distinct

(i1 · · · ia−1 i)(r),
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an element of degree (a− 1)(l− 1) + r. For example, yi(k) = 0 if k ≥ il and
yi(r) = (i)(r) = xr

i for 0 ≤ r < l. Particularly important, we have that

yi(l) =
i−1∑
j=1

(j i)(0),

which we call the ith colored Jucys-Murphy element.

Lemma 2.6. For any 1 ≤ i ≤ d and p ≥ 0, we have that

yi(l)p = yi(pl) + (∗)

where (∗) is a linear combination of products A
(l−1)
1 · · ·A(l−1)

m for disjoint
cycles A1, . . . , Am in Si such that A1 involves i and |A1 ∪ · · · ∪Am| ≤ p.

Proof. Induction exercise using Lemma 2.2.

For a partition λ = (λ1 ≥ λ2 ≥ · · · ), let λ/l := (bλ1/lc ≥ bλ2/lc ≥ · · · ).
We are going to use partitions belonging to the set

Pd(l) = {λ | `(λ) + |λ/l| ≤ d}
to parametrize our new basis. Note to start with that |Pd(l)| = |Md(l)|, so
this set is of the right size. Indeed, there is a bijection

ϕ :Md(l)→ Pd(l),

defined as follows. Suppose that λ = (λ(1), . . . , λ(l)) ∈ Md(l) where λ(r) =
(λ(r)

1 ≥ · · · ≥ λ
(r)
mr > 0). Then ϕ(λ) denotes the ordinary partition with

parts (λ(r)
i − 1)l + r − 1 for all 1 ≤ r ≤ l and 1 ≤ i ≤ mr. It is easy to see

that ϕ(λ) belongs to Pd(l). Conversely, given µ = (µ1 ≥ µ2 ≥ · · · ) ∈ Pd(l),
there is a unique multipartition λ = (λ(1), . . . , λ(l)) of d such that ϕ(λ) = µ:
the parts of λ(r) are the numbers bµi/lc+ 1 for all i = 1, . . . , d− |µ/l| such
that µi ≡ r − 1 (mod l). Hence ϕ is indeed a bijection.

Since every element µ of Pd(l) is of length at most d, it can be thought
of simply as a d-tuple of integers. Given two d-tuples µ = (µ1, . . . , µd)
and ν = (ν1, . . . , νd) we write µ ∼ ν if one is obtained from the other by
permuting the entries. For µ = (µ1, . . . , µd) ∈ Pd(l), define

md(µ) :=
∑
ν∼µ

y1(ν1) · · · yd(νd).

This is a homogeneous element of Qd of degree |µ| − |µ/l|.

Theorem 2.7. The elements {md(µ) | µ ∈ Pd(l)} form a basis for the
center of Rl[x1, . . . , xd] o©RSd.

Proof. Let us first check that md(µ) belongs to Z(Rl[x1, . . . , xd] o©RSd).
We just need to check it commutes with each basic transposition (i i+1).
Obviously, (i i+1) commutes with yj(m) if j 6= i, i + 1. Therefore it suffices
to show for each i = 1, . . . , d− 1 and k, m ≥ 0 that (i i+1) commutes with
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both the elements yi(k)yi+1(k) and yi(k)yi+1(m) + yi(m)yi+1(k). For the
first case, write k = (a− 1)l + r as usual. We have that

yi(k)yi+1(k) =
∑

1≤i1,...,ia−1<i
1≤j1,...,ja−1<i+1

(i1 · · · ia−1 i)(r)(j1 · · · ja−1 i+1)(r)

where the sum is over distinct i1, . . . , ia−1 and distinct j1, . . . , ja−1. We split
this sum into two pieces:∑

1≤i1,...,ia−1<i
1≤j1,...,ja−1<i

(i1 · · · ia−1 i)(r)(j1 · · · ja−1 i+1)(r)

which clearly commutes with (i i+1), and
a−1∑
b=1

∑
1≤i1,...,ia−1<i

1≤j1,...,ja−1<i+1
jb=i

(i1 · · · ia−1 i)(r)(j1 · · · jb−1 i jb+1 · · · ja−1 i+1)(r)

which also commutes with (i i+1) by an application of Lemma 2.2. The
second case is similar.

Now we compare the md(µ)’s with the basis from Theorem 2.4. For any
λ ∈Md(l) define #λ to be (d−z) where z is the number of parts of λ(1) that
equal 1. We claim for λ ∈ Md(l) with ϕ(λ) = µ that md(µ) = zd(λ) + (∗)
where (∗) is a linear combination of zd(ν)’s for ν ∈ Md(l) with #ν < #λ.
The theorem clearly follows from this claim and Theorem 2.4. To prove the
claim, let µ = (µ1 ≥ · · · ≥ µh > 0) and write each µi as (ai − 1)l + ri as
usual, so #λ = a1 + · · ·+ ah. By definition, md(µ) is a sum of products of
colored cycles of the form z = A

(r1)
1 · · ·A(rh)

h where each Ai is an ai-cycle. If
A1, . . . , Ah happen to be disjoint cycles then z is of cycle type λ. Otherwise,
|A1 ∪ · · · ∪ Ah| < #λ so using Lemma 2.2 we can rewrite z as a linear
combination of products of disjoint colored cycles of cycle type ν ∈ Md(l)
with #ν < #λ. Combined with the first paragraph and Theorem 2.4, this
shows that md(µ) = czd(λ) + (∗) for some c. Finally, to show that c = 1,
consider the coefficient of one particular product of disjoint colored cycles
of cycle type λ in the expansion of md(µ).

3. The center of Hf
d

We are ready to tackle the problem of computing the center of the degen-
erate cyclotomic Hecke algebra Hf

d , where f(x) = xl+c1x
l−1+· · ·+cl ∈ R[x]

is a monic polynomial of degree l. Define a filtration

F0 Hf
d ⊆ F1 Hf

d ⊆ F2 Hf
d ⊆ · · ·

of the algebra Hf
d by declaring that Fr Hf

d is spanned by all xi1 · · ·xisw
for 0 ≤ s ≤ r, 1 ≤ i1, . . . , is ≤ d and w ∈ Sd. So each xi is in fil-
tered degree 1 and each w ∈ Sd is in filtered degree 0. Given an element
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z ∈ Fr Hf
d , we write grr z for its canonical image in the rth graded com-

ponent grr Hf
d = Fr Hf

d / Fr−1 Hf
d of the associated graded algebra gr Hf

d =⊕
r≥0 grr Hf

d . By the PBW theorem for degenerate cyclotomic Hecke alge-
bras [BK3, Lemma 3.5], this associated graded algebra grHf

d can be iden-
tified with the twisted tensor product Rl[x1, . . . , xd] o©RSd so that gr1 xi

is identified with xi ∈ Rl[x1, . . . , xd] o©RSd and gr0 w is identified with
w ∈ Rl[x1, . . . , xd] o©RSd. To avoid confusion, we reserve the notations
xr

i and si from now on for the elements of Hf
d , always using the alternate

notations (i)(r) and (i i+1) for the corresponding elements of the associated
graded algebra Rl[x1, . . . , xd] o©RSd.

Given an R-submodule V of Hf
d , we can consider the induced filtration

on V defined by setting Fr V := V ∩ Fr Hf
d . The associated graded module

grV is canonically identified with an R-submodule of Rl[x1, . . . , xd] o©RSd,
and for two submodules we have that V = V ′ if and only if grV = gr V ′.
Note also that

grZ(Hf
d ) ⊆ Z(Rl[x1, . . . , xd] o©RSd).

Hence if we can find elements z1 ∈ Fi1 Z(Hf
d ), . . . , zm ∈ Fim Z(Hf

d ) with
the property that gri1 z1, . . . , grim zm is a basis for Z(Rl[x1, . . . , xd] o©RSd),
then it follows immediately that z1, . . . , zm also is a basis for Z(Hf

d ). This
is exactly what we are going to do. Recall the elements yi(k) and md(µ) of
Rl[x1, . . . , xd] o©RSd from the previous section.

Lemma 3.1. Assume that 1 ≤ i ≤ d and k = (a − 1)l + r for some a ≥ 1
and 0 ≤ r < l. Then we have that xk

i ∈ F(a−1)(l−1)+r Hf
d and

gr(a−1)(l−1)+r xk
i =

{
yi(k) + (∗) if r = 0,
yi(k) if r > 0,

where (∗) denotes a linear combination of products of disjoint colored cycles
of the form A

(l−1)
1 · · ·A(l−1)

m such that i ∈ A1 ∪ · · · ∪ Am ⊆ {1, . . . , i} and
|A1 ∪ · · · ∪Am| ≤ a− 1.

Proof. Assume to start with that k = l, i.e. a = 2, r = 0. We prove
the lemma in this case by induction on i = 1, . . . , d. For the base case, we
have that xl

1 = −c1x
l−1
1 − · · · − cl, so it is in filtered degree (l − 1) and

grl−1 xl
1 = −c1(1)(l−1) = y1(l) − c1(1)(l−1). For the induction step, we have

by the relations that

xl
i+1 = six

l
isi +

l−1∑
t=0

xt
ix

l−1−t
i+1 si.

Hence by induction we get that xl
i+1 is in filtered degree (l − 1) and

grl−1 xl
i+1 = (i i+1)(yi(l)− c1(i)(l−1))(i i+1) + (i i+1)(0)

= yi+1(l)− c1(i + 1)(l−1)
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as we wanted.
Now assume that k = (a − 1)l for any a ≥ 1, i.e. the case when r = 0.

By the previous paragraph, we have that xk
i = (xl

i)
a−1 is in filtered degree

(a− 1)(l − 1) and

gr(a−1)(l−1) xk
i = (yi(l)− c1(i)(l−1))a−1.

By Lemma 2.6 this equals yi(k) + (∗) where (∗) is a linear combination of
products of disjoint colored cycles of the form A

(l−1)
1 · · ·A(l−1)

m such that
i ∈ A1 ∪ · · · ∪Am ⊆ {1, . . . , i} and |A1 ∪ · · · ∪Am| ≤ a− 1.

Finally assume that k = (a − 1)l + r for 0 < r < l. Writing xk
i =

(x(a−1)l
i )(xr

i ) and using the previous paragraph and Lemma 2.2 gives the
desired conclusion in this case.

For any d-tuple µ = (µ1, . . . , µd) of non-negative integers, let

pd(µ) :=
∑
ν∼µ

xν1
1 · · ·x

νd
d ∈ Hf

d .

Since this is a symmetric polynomial in x1, . . . , xd, it is automatically central.
Theorem 1 from the introduction is a consequence of the following more
precise result.

Theorem 3.2. For µ ∈ Pd(l), we have that pd(µ) ∈ Fr Z(Hf
d ) where

r = |µ| − |µ/l|. Moreover, grr pd(µ) = md(µ) + (∗) where (∗) is a linear
combination of md(ν)’s for ν ∈ Pd(l) with |ν/l|+`(ν) < |µ/l|+`(µ). Hence,
grZ(Hf

d ) = Z(Rl[x1, . . . , xd] o©RSd) and the elements

{pd(µ) | µ ∈ Pd(l)}

form a basis for Z(Hf
d ). In particular, Z(Hf

d ) is a free R-module of rank
equal to the number of l-multipartitions of d.

Proof. Recall the bijection ϕ :Md(l) → Pd(l) and also the notation #λ
from the last paragraph of the proof of Theorem 2.7. We showed there for
λ ∈ Md(l) with ϕ(λ) = µ that md(µ) = zd(λ) + (∗) where (∗) is a linear
combination of zd(ν)’s with #ν < #λ. Note #λ = |µ/l| + `(µ). So we get
from this also that zd(λ) = md(µ) + (∗) where (∗) is a linear combination of
md(ν)’s for ν ∈ Pd(l) with |ν/l|+ `(ν) < |µ/l|+ `(µ).

Now, by Lemma 3.1 and the definitions, pd(µ) is in filtered degree r = |µ|−
|µ/l| and moreover grr pd(µ) = md(µ)+(∗) where (∗) is a linear combination
of products of disjoint colored cycles A

(r1)
1 · · ·A(rm)

m such that |A1 ∪ · · · ∪
Am| < |µ/l|+ `(µ). Since grr pd(µ) is central, it follows by Lemma 2.2 and
Theorem 2.4 that (∗) can be rewritten as a linear combination of zd(ν)’s
with #ν < #λ. Hence by the first paragraph it is also a linear combination
of md(ν)’s with |ν/l|+ `(ν) < |µ/l|+ `(µ). This proves that the elements{

gr|µ|−|µ/l| pd(µ) | µ ∈ Pd(l)
}
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form a basis for Z(Rl[x1, . . . , xd] o©RSd). Now the theorem follows by the
general principles discussed just before Lemma 3.1.

Corollary 3.3. If d! is invertible in R, then the center of Hf
d is generated

by the power sums xr
1 + · · ·+ xr

d for 1 ≤ r ≤ d.

Proof. Under the assumption on R, it is well known that every symmetric
polynomial in variables x1, . . . , xd can be expressed as a polynomial in the
first d power sums.

4. The blocks of Hf
d

In this section, we replace the ground ring R with a ground field F over
which we can factor f(x) = (x − µ1) · · · (x − µl) for µ1, . . . , µl ∈ F . We
will denote the algebra Hf

d instead by Hµ
d where µ = (µ1, . . . , µl) ∈ F l.

We point out that F is a splitting field for the algebra Hµ
d ; one way to see

this is to observe that the construction of the irreducible Hµ
d -modules over

the algebraic closure of F from [K, §5.4] already makes sense over F itself.
Theorem 1 just proved shows in particular that the dimension of Z(Hµ

d ) is
equal to the number of l-multipartitions of d. The goal in this section is
to refine this statement by computing the dimensions of the centers of the
individual blocks.

Before we can even formulate the result, we need an explicit combinatorial
parametrization of the blocks, or equivalently, the central characters of Hµ

d .
This is a well known consequence of Theorem 1. To start with we recall the
classification of central characters of Hd itself following [K, §4.2]. Given a
tuple i = (i1, . . . , id) ∈ F d, write

χ(i) : Z(Hd)→ F

for the central character mapping a symmetric polynomial f(x1, . . . , xd) to
f(i1, . . . , id). Clearly, χ(i) = χ(j) if and only if i ∼ j, so this gives a
parametrization of central characters of Hd by the set Xd of ∼-equivalence
classes in F d. Now we pass to the quotient Hµ

d of Hd. Since Z(Hd) maps
surjectively onto Z(Hµ

d ) by Theorem 1, the set of all central characters of
Hµ

d is naturally parametrized by the subset

Xµ
d = {i ∈ Xd | χ(i) : Z(Hd)→ F factors through the quotient Z(Hµ

d )}
of Xd. Given i ∈ Xµ

d we will write χ̄(i) : Z(Hµ
d ) → F for the central char-

acter of Hµ
d induced by χ(i) : Z(Hd)→ F . To complete the classification of

blocks of Hµ
d , it just remains to describe this subset Xµ

d combinatorially.
To do this, we must first construct enough central characters, which we do

by considering Specht modules following [BK3, §6]. For a partition λ of d, let
Sλ denote the corresponding Specht module for the symmetric group over
the field F ; we are deliberately being historically inaccurate here in referring
to Sλ as a Specht module as we actually mean the dual of the Specht module
Sλ introduced originally by James [J]. Given any m ∈ F , we can extend Sλ
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to a module over the degenerate affine Hecke algebra Hd so that x1 acts by
scalar multiplication by m. We denote the resulting Hd-module by Sm

λ . If
d = d′ + d′′, there is a natural embedding of Hd′,d′′ := Hd′ ⊗Hd′′ into Hd, so
it makes sense to define the product

M ′ ◦M ′′ = Hd ⊗Hd′,d′′ (M ′ � M ′′)

of an Hd′-module M ′ and an Hd′′-module M ′′, where � denotes outer tensor
product. Given an l-multipartition λ = (λ(1), λ(2), . . . , λ(l)) of d, the Hd-
module

Sµ
λ := Sµ1

λ(1) ◦ · · · ◦ Sµl

λ(l)

factors through the quotient Hµ
d to give a well-defined Hµ

d -module. This is
the Specht module parametrized by the multipartition λ.

Let us compute the central character of the Specht module Sµ
λ . Note that

if M ′ is an Hd′-module of central character χ(i′) and M ′′ is an Hd′′-module of
central character χ(i′′), then M ′ ◦M ′′ is of central character χ(i′ ◦ i′′) where
i′ ◦ i′′ denotes the concatenation (i′1, . . . , i

′
d′ , i

′′
1, . . . , i

′
d′′). This reduces to the

problem of computing the central character simply of Sm
λ for a partition λ

of d and a scalar m ∈ F , which is well known: for each i, j ≥ 1 fill the box
in the ith row and jth column of the Young diagram of λ with the residue
(m + j − i); then Sµ

λ is of central character parametrized by the tuple iµ
λ

obtained by reading off the residues in all the boxes in some order. For
example, if λ = (4, 2, 1) and m = 5 then the residues are

5 6 7 8
4 5
3

and im
λ ∼ (5, 6, 7, 8, 4, 5, 3). Given λ = (λ(1), . . . , λ(l)), we deduce that Sµ

λ is
of central character parametrized by

iµ
λ = iµ1

λ(1) ◦ · · · ◦ iµl

λ(l) .

In this way, we have proved the existence of many central characters of Hµ
d ,

namely, the central characters {χ̄(iµ
λ) | λ ∈Md(l)}.

To show that this construction gives all the central characters, we proceed
like in finite group theory. Let R̄ be a Noetherian domain with maximal ideal
m̄ such that F = R̄/m̄ and the field of fractions of R̄ is of characteristic 0.
Let µ̂1, . . . , µ̂l ∈ R̄ be lifts of the parameters µ1, . . . , µl ∈ F . Let R be
the completion of the polynomial algebra R̄[τ1, . . . , τl] with respect to the
maximal ideal generated by m̄ and τ1 − µ̂1, . . . , τl − µ̂l. We still have that
F = R/m, where m is the unique maximal ideal of R. Also let K be the
field of fractions of R. Letting τ = (τ1, . . . , τl), define Hτ

d and Hτ
d to be the

degenerate cyclotomic Hecke algebras defined by the polynomial f(x) = (x−
τ1) · · · (x− τl) over the field K and over the ring R, respectively. In view of
the PBW theorem for degenerate cyclotomic Hecke algebras, Hτ

d is naturally
isomorphic to K⊗RHτ

d , and Hµ
d is naturally isomorphic to F⊗RHτ

d , viewing
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F here as an R-module so that each τi acts as multiplication by µi. Note
moreover that the definition of Specht modules carries over unchanged to
give modules Sτ

λ for Hτ
d and Sτ

λ for Hτ
d for each λ ∈ Md(l), such that

Sτ
λ
∼= K ⊗R Sτ

λ and Sµ
λ
∼= F ⊗R Sτ

λ . The following lemma is well known, but
the proof given here is quite instructive.

Lemma 4.1. The algebra Hτ
d is split semisimple. Moreover, the Specht

modules Sτ
λ give a complete set of pairwise non-isomorphic irreducible Hτ

d -
modules.

Proof. For each i = 1, . . . , l, let Hτi
d denote the degenerate cyclotomic

Hecke algebra over K defined by the polynomial f(x) = (x − τi). There
is an isomorphism Hτi

d
∼→ KSd which is the identity on Sd and maps x1

to τi. Since K is a field of characteristic zero, we get from this and the
classical representation theory of the symmetric group that each Hτi

d is a
split semisimple algebra and that the Specht modules Sτi

λ for all partitions λ
of d give a complete set of pairwise non-isomorphic irreducible Hτi

d -modules.
Since τ1, . . . , τl are algebraically independent, the proof of [BK3, Corollary
5.20] shows that there is an isomorphism

Hτ
d
∼=

⊕
d1+···+dl=d

Hτ1
d1
⊗ · · · ⊗Hτl

dl

under which Sτ
λ corresponds to the outer tensor product Sτ1

λ(1) � · · · � Sτl

λ(l)

of Specht modules. The lemma follows.

Lemma 4.1 implies that all the Specht modules {Sτ
λ | λ ∈ Xτ

d } have
different central characters. One can also see this directly by observing
from the combinatorial definition that the tuples iτ

λ for λ ∈ Md(l) are in
different ∼-equivalence classes, i.e. in the generic case the map

Md(l)→ Xτ
d , λ 7→ iτ

λ

is injective. Actually, it is a bijection, by a trivial special case of the following
lemma completing the classification of blocks of Hµ

d in general.

Lemma 4.2. Xµ
d = {iµ

λ | λ ∈Md(l)}.

Proof. We have already noted that all iµ
λ belong to Xµ

d . Conversely, we
need to show that every maximal ideal of Z(Hµ

d ) is of the form ker χ̄(iµ
λ) for

some λ ∈ Md(l). We claim that
∏

λ∈Md(l) ker χ̄(iµ
λ) = 0. This is more than

enough to complete the proof, for if I is any prime ideal of Z(Hµ
d ) then the

claim implies that ker χ̄(iµ
λ) ⊆ I for some λ ∈ Md(l), hence I = ker χ̄(iµ

λ).
To prove the claim, note that the following diagram commutes

Z(Hτ
d)

χ̄(iτ
λ)

−−−−→ Ry y
Z(Hµ

d ) −−−−→
χ̄(iµ

λ)
F
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where the vertical maps are defined by evaluating each τi at µi. The left
hand map is surjective by Theorem 1. Hence given z ∈ ker χ̄(iµ

λ) we can
find a pre-image ẑ ∈ Z(Hτ

d) and, replacing ẑ by ẑ − (χ̄(iτ
λ))(ẑ) if necessary,

we can even assume that ẑ ∈ ker χ̄(iτ
λ). This shows that each ker χ̄(iµ

λ) is
the image of ker χ̄(iτ

λ) ⊆ Z(Hτ
d). Now we have that Hτ

d ⊆ Hτ
d , and in the

semisimple algebra Hτ
d it is certainly the case that

∏
λ∈Md(l) ker χ̄(iτ

λ) = 0
because the χ̄(iτ

λ)’s for all λ ∈Md(l) are the central characters of a full set
of irreducible Hτ

d -modules, thanks to Lemma 4.1.

For i ∈ Xµ
d , let b(i) be the primitive central idempotent corresponding to

the central character χ̄(i), that is, b(i) is the unique element of Z(Hµ
d ) that

acts as one on irreducible modules of central character χ̄(i) and as zero on
all other irreducibles. Thus, we have that

Hµ
d =

⊕
i∈Xµ

d

b(i)Hµ
d .

This is the decomposition of Hµ
d into blocks. Similarly, recalling the bijection

Md(l) → Xτ
d , λ 7→ iτ

λ, we can define idempotents b(λ) ∈ Z(Hτ
d ) for each

λ ∈Md(l) such that b(λ) acts as one on Sτ
λ and as zero on all other Specht

modules. In view of Lemma 4.1, the resulting decomposition

Hτ
d =

⊕
λ∈Md(l)

b(λ)Hτ
d

is the Wedderburn decomposition of the semisimple algebra Hτ
d .

Since R is a Noetherian ring complete with respect to the maximal ideal
m, and moreover we know that Z(Hτ

d) surjects onto Z(Hµ
d ) by Theorem 1,

there is a unique lift of each b(i) ∈ Z(Hµ
d ) to a central idempotent b̂(i) ∈ Hτ

d ;
see e.g. [E, Corollary 7.5]. This lifts the block decomposition of Hµ

d to a
decomposition

Hτ
d =

⊕
i∈Xµ

d

b̂(i)Hτ
d

of the semisimple algebra Hτ
d . Finally, the commutative diagram from the

proof of Lemma 4.2 implies for each i ∈ Xµ
d that

b̂(i)Hτ
d =

⊕
λ∈Md(l)

iµ
λ∼i

b(λ)Hτ
d .

Now we can prove the only new result of the section, as follows.

Theorem 4.3. For i ∈ Xµ
d , the dimension of the center of the block b(i)Hµ

d
is equal to the number of l-multipartitions λ of d such that iµ

λ ∼ i.

Proof. By Theorem 1, Z(Hτ
d) is a free R-module of finite rank. Since R is

a local ring, it follows that the summand Z(b̂(i)Hτ
d) = b̂(i)Z(Hτ

d) is also free,
of rank equal to dimK Z(b̂(i)Hτ

d ). Since each b(λ)Hτ
d is a full matrix algebra

with a one dimensional center, we know from the preceeding discussion
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that the latter dimension is equal to the number of l-multipartitions λ with
iµ
λ ∼ i. By Theorem 1 again, the isomorphism F ⊗R Hτ

d
∼→ Hµ

d induces
an isomorphism F ⊗R Z(Hτ

d) ∼→ Z(Hµ
d ). From this, we get an isomorphism

F ⊗R Z(b̂(i)Hτ
d) ∼→ Z(b(i)Hµ

d ). So dimF Z(b(i)Hµ
d ) is the same as the rank

of Z(b̂(i)Hτ
d), i.e. the number of l-multipartitions λ of d with iµ

λ ∼ i.

5. The center of parabolic category O

Let g = gln(C) with natural module V . We denote the standard basis
for V by v1, . . . , vn and use the notation ei,j for the matrix units in g. Let
t be the subalgebra of g of diagonal matrices and b be the standard Borel
subalgebra of upper triangular matrices. Let ε1, . . . , εn be the basis for
t∗ dual to the standard basis e1,1, . . . , en,n for t. We write L(α) for the
irreducible highest weight module of highest weight (α− ρ), where ρ is the
weight −ε2 − 2ε3 − · · · − (n− 1)εn. Viewing elements of S(t) as polynomial
functions on t∗, the Harish-Chandra homomorphism

Ψ : Z(g) ∼−→ S(t)Sn

can be defined by declaring that Ψ(z) is the unique element of S(t) with the
property that z acts on L(α) by the scalar (Ψ(z))(α) for each α ∈ t∗. Its
image is the algebra S(t)Sn of symmetric polynomials (for the usual action
of Sn on t not the dot action).

In order to write down a canonical generating set for Z(g), let u be an
indeterminate and set ẽi,j := ei,j + δi,j(u + 1 − i). Then the coefficients
z1, . . . , zn of the polynomial

z(u) =
n∑

r=0

zru
n−r :=

∑
w∈Sn

sgn(w)ẽw1,1 · · · ẽwn,n ∈ U(g)[u]

are algebraically independent generators for the center Z(g) of U(g); see
e.g. [CL, §2.2]. We adopt the convention that zr = 0 for r > n. The
image of z(u) under Ψ (extended in the obvious way to polynomials in the
indeterminate u) is given by the formula

Ψ(z(u)) = (u + e1,1) · · · (u + en,n).

Hence, for α =
∑n

i=1 aiεi ∈ t∗, the central element zr acts on L(α) as
the scalar er(α) = er(a1, . . . , an), the rth elementary symmetric function
evaluated at the numbers a1, . . . , an. Let P denote the free abelian group on
basis {γa | a ∈ C}. For α =

∑n
i=1 aiεi ∈ t∗, let θ(α) = γa1 + · · ·+ γan ∈ P .

The point of this definition is that L(α) and L(β) have the same central
character if and only if θ(α) = θ(β). In this way, we have parametrized
the central characters of U(g) by the set of all ν ∈ P whose coefficients are
non-negative integers summing to d.

Let ∆ : U(g) → U(g) ⊗ U(g) be the canonical comultiplication on the
universal enveloping algebra of g. We are only going to need to work with
the homomorphism δ : U(g) → U(g) ⊗ EndC(V ) obtained by composing
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∆ with the map 1 ⊗ ϕ where ϕ : U(g) → EndC(V ) here is the algebra
homomorphism arising from the representation of g on V . Also, let

Ω =
n∑

i,j=1

ei,j ⊗ ej,i ∈ U(g)⊗ EndC(V ).

The following lemma is probably classical.

Lemma 5.1. For r ≥ 0, we have that

δ(zr) = zr ⊗ 1 +
r−1∑
s=0

(−1)s(zr−1−s ⊗ 1)Ωs.

Proof. Both sides of the equation are elements of U(g) ⊗ EndC(V ), so
can be viewed as n × n matrices with entries in U(g). To see that these
matrices are equal, it suffices to check that their entries act in the same way
on sufficiently many finite dimensional irreducible representations of g. This
reduces to the following problem. Take α =

∑n
i=1 aiεi ∈ t∗ such that L(α)

is finite dimensional and

L(α)⊗ V ∼=
n⊕

i=1

L(α + εi).

We need to show that the left and right hand sides of the given equation
define the same endomorphism of L(α)⊗V . For such an α, let M := L(α)⊗V
and write v+ for a highest weight vector in L(α). For i = 0, . . . , n, define
Mi to be the submodule of M generated by the vectors v+ ⊗ vj (j ≤ i).
Since v+ ⊗ vi is a highest weight vector of weight α + εi modulo Mi−1, the
assumption on α implies that 0 = M0 ⊂M1 ⊂ · · · ⊂Mn = M is a filtration
of M such that Mi/Mi−1

∼= L(α + εi). Since the filtration splits, there is a
unique highest weight vector xi ∈ M such that xi ≡ v+ ⊗ vi (mod Mi−1).
Now we just check that the left and right hand sides of the given equation
act on these highest weight vectors by the same scalar for each i = 1, . . . , n.
Of course δ(zr) acts on xi as er(α + εi), while each zt ⊗ 1 acts as et(α) on
all of M . Finally, since Ω defines a g-module endomorphism of M , it leaves
Mi−1 invariant and maps xi to a scalar multiple of itself. To compute the
scalar, note that

Ω(v+ ⊗ vi) =
∑
j≤i

(ei,jv+)⊗ vj = (ei,iv+)⊗ vi +
∑
j<i

(ei,jv+)⊗ vj

= (ai + i− 1)v+ ⊗ vi +
∑
j<i

(ei,j(v+ ⊗ vj)− v+ ⊗ vi)

≡ aiv+ ⊗ vi (mod Mi−1).

Hence, Ωxi = aixi. So the equation we are trying to prove reduces to
checking that

er(α + εi) = er(α) +
r−1∑
s=0

(−1)ser−1−s(α)as
i
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for each i = 1, . . . , n. This follows from the following general identity which
is true for all r, k ≥ 0:

er(u1, . . . , uk, u + 1) = er(u1, . . . , uk, u) +
r−1∑
s=0

(−1)ser−1−s(u1, . . . , uk, u)us.

To see this, expand both sides using the obvious formula et(u1, . . . , uk, v) =
et(u1, . . . , uk) + et−1(u1, . . . , uk)v.

Let M be any g-module. Recall from [AS, §2.2] that the degenerate
affine Hecke algebra Hd over the ground field C acts naturally on the right
on M ⊗ V ⊗d by g-module endomorphisms. The action of each w ∈ Sd

arises from its usual action on V ⊗d by place permutation. The action of x1

(from which one can deduce the action of all other xi’s) is the same as left
multiplication by Ω⊗ 1⊗(d−1). For any partition µ with `(µ) ≤ d, recall the
notation pd(µ) introduced just before Theorem 3.2; we are now viewing this
expression as an element of Hd.

Lemma 5.2. For any r, d ≥ 0 and any highest weight module M of highest
weight α−ρ ∈ t∗, the endomorphism of M⊗V ⊗d define by left multiplication
by zr ∈ Z(g) is equal to the endomorphism defined by right multiplication by∑

µ

(−1)|µ̄|
(

d− `(µ̄)
d− `(µ)

)
er−|µ|(α)pd(µ̄) ∈ Z(Hd)

where the sum is over partitions µ of length `(µ) ≤ d and size |µ| ≤ r, and µ̄
denotes the partition (µ1− 1 ≥ · · · ≥ µ`(µ)− 1) obtained from µ by removing
the first column of its diagram.

Proof. Let δd : U(g)→ U(g)⊗EndC(V )⊗d be the map defined inductively
by setting δ0 = 1 and δd = (δ ⊗ 1⊗(d−1)) ◦ δd−1 for d ≥ 1. Let Ωi :=
(δi−1⊗ 1)(Ω)⊗ 1(d−i) ∈ U(g)⊗EndC(V )⊗d. If we adopt the convention that
(−Ω)−1 = 1, we can write the conclusion of Lemma 5.1 simply as

δ(zr) =
r∑

s=0

(zr−s ⊗ 1)(−Ω)s−1.

Proceeding from this by induction on d, it is straightforward to deduce that

δd(zr) =
∑

s1,...,sd≥0
s1+···+sd≤r

(zr−s1−···−sd
⊗ 1⊗d)(−Ω1)s1−1 · · · (−Ωd)sd−1,

interpreting the right hand side with same convention. Since xi+1 = sixisi+
si and x1 acts as Ω1 by definition, one checks by induction that xi acts as
Ωi for each i. Hence on applying our expression to M ⊗ V ⊗d, we deduce
that zr acts in the same way as∑

s1,...,sd≥0
s1+···+sd≤r

er−s1−···−sd
(α)(−x1)s1−1 · · · (−xd)sd−1,
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again interpreting (−xi)−1 as 1. It is now a combinatorial exercise to rewrite
this expression as formulated in the statement of the lemma.

Corollary 5.3. For any highest weight module M , the subalgebra of the
algebra EndC(M ⊗ V ⊗d)op generated by the endomorphisms zr (1 ≤ r ≤ n)
coincides with the subalgebra generated by xr

1 + · · ·+ xr
d (1 ≤ r ≤ d).

Proof. Since we are working over a field of characteristic 0, any symmetric
polynomial in x1, . . . , xd lies in the subalgebra generated by the power sums
xr

1 + · · ·+ xr
d (1 ≤ r ≤ d). By Lemma 5.2, the endomorphism defined by zr

can be expressed as a symmetric polynomial in x1, . . . , xd, so it lies in the
subalgebra generated by the power sums.

Conversely, we show by induction on r ≥ 0 that every homogeneous sym-
metric polynomial in x1, . . . , xd of degree r acts on M ⊗ V ⊗d in the same
way as some element of the subalgebra generated by z1, . . . , zr+1. For the
induction step, every homogeneous symmetric polynomial of degree r lies in
the subalgebra generated by the power sums xs

1 + · · ·+ xs
d (1 ≤ s ≤ r). By

induction all of these power sums with s < r certainly lie in the subalge-
bra generated by z1, . . . , zr+1, so it just remains to show that xr

1 + · · ·+ xr
d

does too. By Lemma 5.2, the image of zr+1 is the same as the image of
xr

1 + · · ·+ xr
d (which is the term pd(µ̄) when µ = (r + 1)) plus a linear com-

bination of symmetric polynomials in x1, . . . , xd of strictly smaller degree,
which we already have by the induction hypothesis.

Let µ = (µ1, . . . , µl) be a composition of n and let p be the corre-
sponding standard parabolic subalgebra of g with standard Levi subalgebra
h ∼= glµ1

(C)⊕ · · · ⊕ glµl
(C), as in the introduction. We are interested in the

category Oµ of all finitely generated g-modules that are locally finite over
p and integrable over h. Let Hµ

d denote the degenerate cyclotomic Hecke
algebra associated to the polynomial (x− µ1) · · · (x− µl) from the previous
section over the ground field F = C. We are going to apply the Schur-Weyl
duality for higher levels from [BK3] (taking the choice of origin there to be
c = (n, . . . , n)) to connect the category Oµ to the finite dimensional algebras
Hµ

d for all d ≥ 0. Actually, [BK3] only considered the special case that µ is
a partition, i.e. µ1 ≥ · · · ≥ µl, so we will need to extend some of the results
of [BK3] to the general case as we go.

To start with, we need some combinatorial definitions. Let

Colµ =

{
α =

n∑
i=1

aiεi ∈ t∗
∣∣∣∣ a1, . . . , an ∈ Z such that ai > ai+1 for

all i 6= µ1, µ1 + µ2, . . . , µ1 + · · ·+ µl

}
,

so called because its elements can be visualized as column strict tableaux of
column shape µ like in [B1, §2] or [BK3, §4]. The irreducible modules in Oµ

are the modules {L(α) | α ∈ Colµ}. Hence the set Y µ = {θ(α) | α ∈ Colµ}
naturally parametrizes the central characters arising from modules in Oµ.
Given ν ∈ Y µ, we let Colµν = {α ∈ Colµ | θ(α) = ν} and define Oµ

ν to be the
Serre subcategory of Oµ generated by the modules {L(α) | α ∈ Colµν}. The
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category Oµ then decomposes as

Oµ =
⊕

ν∈Y µ

Oµ
ν .

This is the same as the central character decomposition of Oµ that was
described in the introduction.

Let γ ∈ Y µ be the special element γ =
∑l

i=1

∑µi
a=1 γa. The key feature

of γ is that the set Colµγ contains just one weight α. In other words, for
this α, L(α) is the unique irreducible module in Oµ with central charac-
ter parametrized by γ. This special irreducible module, which we denote
henceforth by Pµ, is automatically projective. For d ≥ 0, let

Y µ
d = {γ − (γi1 − γi1+1)− · · · − (γid − γid+1) ∈ Y µ | i1, . . . , id ∈ Z},

Colµd = {α ∈ Colµ | θ(α) ∈ Y µ
d }.

The irreducible modules {L(α) | α ∈ Colµd} are significant because they are
exactly the irreducible constituents of the module Pµ⊗V ⊗d. This statement
is proved in [BK3, Lemma 4.2] in the case that µ is a partition, and the same
argument works in general.

Lemma 5.4. The map Y µ
d → Xµ

d sending ν = γ−(γi1−γi1+1)−· · ·−(γid−
γid+1) to i = (i1, . . . , id) is injective with image equal to

{iµ
λ | λ ∈Md(l) such that `(λ(r)) ≤ µr for r = 1, . . . , l}.

For ν ∈ Y µ
d corresponding to i ∈ Xµ

d in this way, the map Colµν → Md(l)
sending α =

∑n
i=1 aiεi to the multipartition λ = (λ(1), . . . , λ(l)) such that

λ(r) = (aµ1+···+µr−1+1−µr, aµ1+···+µr−1+2− (µr−1), . . . , aµ1+···+µr−1+µr −1)
is injective with image equal to {λ ∈Md(l) | iµ

λ ∼ i}.

Proof. We leave this as a combinatorial exercise. It is helpful to use the
interpretation of Colµν as the set of column strict tableaux of column shape
µ and type ν as in [BK3, §4].

As explained before Lemma 5.2, the degenerate affine Hecke algebra Hd

acts on the right on Pµ ⊗ V ⊗d by g-module endomorphisms. We let

ρµ : Hd → Endg(Pµ ⊗ V ⊗d)op

be the resulting algebra homomorphism. The following lemma is the key
to extending the results from [BK3] to general µ. The proof of this is non-
trivial: the parabolic categories Oµ and Oµ′ for conjugate compositions µ
and µ′ are not in general equivalent so it is necessary to work at the level of
derived categories adapting an argument due to Mazorchuk and Stroppel.
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Lemma 5.5. Given another composition µ′ ∼ µ, there is an algebra iso-
morphism ιµ,µ′ making the following diagram commute:

Hd

Endg(Pµ ⊗ V ⊗d)op ∼−−−−→
ιµ,µ′

Endg(Pµ′ ⊗ V ⊗d)op.
↙

ρµ

�
�

↘
ρµ′

@
@

Moreover, ιµ,µ′ intertwines the natural actions of Z(g) on the two endomor-
phism algebras.

Proof. As explained in the proof of [MS, Theorem 5.4], there is an adjoint
pair (F,G) of functors (which are compositions of certain derived Zuckerman
functors) between the bounded derived categories

Db(Oµ) Db(Oµ′).
F−→←−
G

with the following properties:
(i) F and G commute with tensoring with finite dimensional g-modules,

that is, for any finite dimensional g-module V there are given natural
isomorphisms αV : F◦?⊗V→?⊗V ◦F and βV : G◦?⊗V→?⊗V ◦G
such that the following two diagrams commute for any morphism
f : V →W of finite dimensional g-modules:

F◦?⊗ V
αV−−−−→ ?⊗ V ◦ F

1F (id⊗f)

y y(id⊗f)1F

F◦?⊗W −−−−→
αW

?⊗W ◦ F

G◦?⊗ V
βV−−−−→ ?⊗ V ◦G

1G(id⊗f)

y y(id⊗f)1G

G◦?⊗W −−−−→
βW

?⊗W ◦G

(ii) The isomorphisms αV and βV are compatible with the unit η : Id→
G◦F and counit ε : F ◦G→ Id of the canonical adjunction between
F and G, i.e. the following diagrams commute:

?⊗ V
1?⊗V η
−−−−→ ?⊗ V ◦G ◦ Fyη1?⊗V

xβV 1F

G ◦ F◦?⊗ V −−−−→
1GαV

G◦?⊗ V ◦ F

?⊗ V
1?⊗V ε←−−−− ?⊗ V ◦ F ◦Gxε1?⊗V

xαV 1G

F ◦G◦?⊗ V −−−−→
1F βV

F◦?⊗ V ◦G

(iii) F and G restrict to mutually inverse equivalences of categories be-
tween Oµ

γ and Oµ′
γ .

(iv) The following associativity pentagon commutes for any two finite
dimensional g-modules V and W :
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F◦?⊗ (V ⊗W ) −−−−→ ?⊗ (V ⊗W ) ◦ F∥∥∥ ∥∥∥
F◦?⊗W◦?⊗ V −−−−−−→

αW1?⊗V

?⊗W ◦ F◦?⊗ V −−−−−−→
1?⊗W αV

?⊗W◦?⊗ V ◦ F

αV⊗W

(v) F transforms the endomorphism of an object M defined by left mul-
tiplication by z ∈ Z(g) to the endomorphism of FM defined by left
multiplication by the same element z.

We now explain how to deduce the lemma from these facts. By (iii), we can
choose an isomorphism ϕ0 : F (Pµ) ∼→ Pµ′ . Then define a homomorphism
ϕd : F (Pµ ⊗ V ⊗d) → Pµ′ ⊗ V ⊗d by ϕd := (ϕ0 ⊗ idV ⊗d) ◦ αV ⊗d . This
is an isomorphism in Db(Oµ′) by (i). Define another homomorphism ϕ̄d :
Pµ⊗V ⊗d → G(Pµ′⊗V ⊗d) by ϕ̄d := Gϕd◦ηP µ⊗V ⊗d . This is an isomorphism
in Db(Oµ) by (ii). Then we get an algebra homomorphism

ιµ,µ′ : Endg(Pµ ⊗ V ⊗d)op → Endg(Pµ′ ⊗ V ⊗d)op

mapping f to ϕd ◦ Ff ◦ ϕ−1
d and another algebra homomorphism

ιµ′,µ : Endg(Pµ′ ⊗ V ⊗d)op → Endg(Pµ ⊗ V ⊗d)op

sending g to ϕ̄−1
d ◦ Gg ◦ ϕ̄d, such that ιµ,µ′ and ιµ′,µ are mutual inverses.

Moreover, by (v), both homomorphisms intertwine the natural actions of
Z(g). It just remains to check that ιµ,µ′ is compatible with the action of Hd.
The compatibility of ιµ,µ′ with the action of each w ∈ Sd follows immediately
from the naturality in (i). So it suffices to show that it is compatible with the
action of x1. For this, we first reduce using (iv) to checking compatiblity just
in the special case d = 1. In that case it follows from (v) since by Lemma 5.1
we have that x1 acts as left multiplication by Ω = z2 ⊗ 1 + z1 ⊗ 1 − δ(z2),
and z2 ⊗ 1 and z1 ⊗ 1 act by the same scalars on Pµ ⊗ V and Pµ′ ⊗ V .

We can formulate the critical result needed from [BK3] as follows. Recall
the primitive central idempotents b(i) ∈ Hµ

d for each i ∈ Xµ
d introduced just

after Lemma 4.2.

Theorem 5.6. The image of ρµ : Hd → EndC(Pµ ⊗ V ⊗d)op coincides with
the endomorphism algebra Endg(Pµ⊗V ⊗d)op. Moreover, the representation
ρµ factors through the quotient Hµ

d of Hd, and the kernel of the induced map
Hµ

d � Endg(Pµ⊗V ⊗d)op is generated by (1−e), where e ∈ Hµ
d is the central

idempotent e =
∑

i b(i) summing over all i lying in the set

{iµ
λ | λ ∈Md(l) such that `(λ(r)) ≤ µr for r = 1, . . . , l}

from Lemma 5.4. Hence, ρµ induces an isomorphism between the sum of
blocks eHµ

d of Hµ
d and the endomorphism algebra Endg(Pµ ⊗ V ⊗d)op.
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Proof. If µ is a partition, this follows by [BK3, Theorem 5.13] and [BK3,
Corollary 6.7]. It then follows for arbitrary µ too by Lemma 5.5.

Corollary 5.7. The center of Endg(Pµ ⊗ V ⊗d)op is generated by the endo-
morphisms z1, . . . , zn.

Proof. By Corollary 3.3 we know already that Z(Hµ
d ) is generated by the

power sums xr
1 + · · · + xr

d for 1 ≤ r ≤ d. By Theorem 5.6, we can identify
the endomorphism algebra Endg(Pµ ⊗ V ⊗d)op with eHµ

d for some central
idempotent e ∈ Hµ

d . So its center is generated by the restrictions of these
power sums to the module Pµ ⊗ V ⊗d. Now apply Corollary 5.3.

Now let us restrict attention to a single central character. For the rest
of the article, we fix ν ∈ Y µ

d and define i = (i1, . . . , id) ∈ Xµ
d from ν =

γ − (γi1 − γi1+1)− · · · − (γid − γid+1) as in Lemma 5.4. Let

eµ
ν ∈ Endg(Pµ ⊗ V ⊗d)op

be the central idempotent projecting Pµ⊗V ⊗d onto its component of gener-
alized central character parametrized by ν. Note (Pµ⊗ V ⊗d)eµ

ν is non-zero;
see e.g. [BK3, Lemma 4.2]. Identifying Endg(Pµ⊗V ⊗d)op with eHµ

d accord-
ing to Theorem 5.6, it follows that eµ

ν is identified with a non-zero central
idempotent in Hµ

d .

Lemma 5.8. eµ
ν = b(i).

Proof. We first prove this in the special case that µ is a partition. Cer-
tainly eµ

ν is a non-zero sum of the primitive central idempotents b(i) for
i ∈ Xµ

d . So we just need to show that eµ
ν acts as zero on Sµ

λ for all λ ∈Md(l)
with iµ

λ 6∼ i. Given such a λ, this is clear from the definition of the idem-
potent e in Theorem 5.6 unless `(λ(r)) ≤ µr for each r = 1, . . . , l. In that
case, there is a unique weight α ∈ Colµd mapping to λ under the second
bijection from Lemma 5.4, and the assumption that iµ

λ 6∼ i is equivalent to
the statement that θ(α) 6= ν. Let M(α) be the parabolic Verma module in
Oµ of highest weight (α− ρ). By [BK3, Theorem 6.12], we have that

Homg(Pµ ⊗ V ⊗d,M(α)) ∼= Sµ
λ

as Hµ
d -modules. Since M(α) and (Pµ ⊗ V ⊗d)eµ

ν have different generalized
central characters, we have that

eµ
νHomg(Pµ ⊗ V ⊗d,M(α)) = Homg((Pµ ⊗ V ⊗d)eµ

ν ,M(α)) = 0.

Hence eµ
νSµ

λ = 0 as required.
To deduce the general case, assume still that µ is a partition and take

another composition µ′ ∼ µ. We can find a central element zν ∈ Z(g) that
acts on Pµ⊗V ⊗d in the same way as eµ

ν and on Pµ′ ⊗V ⊗d in the same way
as eµ′

ν . In the notation of Lemma 5.5, we have shown that ρµ(b(i)) coincides
with the endomorphism of Pµ ⊗ V ⊗d defined by left multiplication by zν .
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We need to prove that ρµ′(b(i)) does too. This follows because the map ιµ,µ′

commutes with the action of zν .

Now we can deduce the following refinement of Theorem 5.6.

Theorem 5.9. The map ρµ
ν : b(i)Hµ

d → Endg((Pµ ⊗ V ⊗d)eµ
ν )op induced by

the right action of Hµ
d on Pµ ⊗ V ⊗d is an algebra isomorphism. Moreover,

the center of this algebra is generated by the endomorphisms z1, . . . , zn, and
is of dimension equal to the number of isomorphism classes of irreducible
modules in Oµ

ν .

Proof. The first statement is immediate from Theorem 5.6 since eµ
ν =

b(i). The fact that the center of Endg((Pµ ⊗ V ⊗d)eµ
ν )op is generated by the

endomorphisms z1, . . . , zn is immediate from Corollary 5.7. The center is
isomorphic to Z(b(i)Hµ

d ), which by Theorem 4.3 is of dimension equal to
the size of the set {λ ∈ Md(l) | iµ

λ ∼ i}. By Lemma 5.4, this is the same
as the size of the set Colµν , that is, the number of isomorphism classes of
irreducible modules in Oµ

ν .

We need just one more fact, which is a variation on a result of Irving [I].

Lemma 5.10. The injective hull of any module in Oµ
ν with a parabolic

Verma flag is a finite direct sum of direct summands of (Pµ ⊗ V ⊗d)eµ
ν .

Proof. We claim that every irreducible submodule of a parabolic Verma
module in Oµ

ν embeds into (Pµ ⊗ V ⊗d)eµ
ν . Since (Pµ ⊗ V ⊗d)eµ

ν is injective
this implies the lemma. To prove the claim, recall that ν is an element of
the set Y µ

d that parametrizes the central characters arising from irreducible
constituents of Pµ ⊗ V ⊗d. So the claim follows by [BK3, Theorem 4.8]
and [BK3, Corollary 4.6] in the special case that µ is actually a partition.
Essentially the same proof as there proves the analogue of this theorem for
arbitrary µ, providing one replaces the definition of “standard tableau” used
in [BK3] with the less familiar combinatorial notion from [B1, (2.2)].

Now finally we consider the commutative diagram
Z(g)

Z(Oµ
ν ) −−−−→

fµ
ν

Z(Endg((Pµ ⊗ V ⊗d)eµ
ν )op),

↙�
�

↘@
@mµ

ν gµ
ν

where mµ
ν , fµ

ν and gµ
ν are the natural multiplication maps.

Theorem 5.11. In the above diagram, the maps mµ
ν and gµ

ν are surjec-
tive and the map fµ

ν is an isomorphism. Hence, Z(Oµ
ν ) is isomorphic to

Z(b(i)Hµ
d ) and is of dimension equal to the number of isomorphism classes

of irreducible module in Oµ
ν .

Proof. We first prove that fµ
ν is injective. Suppose we are given a natural

transformation z ∈ Z(Oµ
ν ) defining the zero endomorphism of (Pµ⊗V ⊗d)eµ

ν .
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To show that z = 0, we need to show that z defines the zero endomorphism
of every module M ∈ Oµ

ν . Let P be the projective cover of M and I be
the injective hull of P . Since P has a parabolic Verma flag by general
theory, Lemma 5.10 implies that I is a finite direct sum of summands of
(Pµ ⊗ V ⊗d)eµ

ν . Hence z defines the zero endomorphism of I. Since P em-
beds into I and surjects onto M , we get from this that z defines the zero
endomorphism of M too. Now to finish the proof of the theorem, we know
already from Theorem 5.9 that gµ

ν is surjective. Hence by the commutativ-
ity of the diagram, mµ

ν and fµ
ν must both be surjective too. The remaining

statements are immediate from Theorem 5.9.

Finally, we note for any ν ∈ Y µ that tensoring with a sufficiently large
power of determinant induces an equivalence between Oµ

ν and Oµ
ν′ for some

ν ′ ∈ Y µ
d and some d ≥ 0. Given this, Theorem 2 from the introduction

follows from Theorem 5.11.
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